Why It’s 1:00 am and I’m Not Sleeping by Matt DeWolfe

For anyone who gives a hoot, a better explanation (I think) as to why Kondolf’s criticism of Leopold’s proposed modification to the pebble count is without basis: 

First, let’s review Kondolf’s criticism:

“Leopold proposed that pebble count analysis be adjusted to compensate for a ‘bias… towards larger sizes which, because of their area are more likely to be picked up.” However, as long as grain volume is proportional to grain weight (true with constant density), there is no bias in a random pebble count. If larger grains are more likely to be encountered, it is because they occupy a greater part of the cross sectional area of the slice (the surface) and thus a greater part of the volume of the three dimensional deposit. Thus, there is no theoretical justification for decreasing the actual percentages observed for larger stones so long as the pebble count is conducted correctly (and the count is truly blind and thus random).”

Leopold’s justifications in his own words:

“For the geomorphologists working with coarse material, the sieve method is often impossible to use because the sample of required size cannot be carried to the laboratory or even sieved in the field. It is necessary then to use a method of counting the number of surface pebbles of various sizes, the sample being made up of a random selection of individual rocks within an area of several hundreds of square feet (Wolman, 1954). Though this method or variants of it have been used for field studies, it suffers from the important disadvantage of giving results not comparable with the usual sieved analysis. The counting method gives a size distribution of number of rocks, not their weights.” (emphasis added).

“The field counting method is biased toward the large sizes. Because the method consists of picking up a rock just touched by the finger, eyes averted or closed, the larger the rock the greater the probability of being touched relative to neighboring smaller individuals… The probability of the operator touching a given rock increases with the exposed area of rock. Therefore the large rocks tend to be picked up too frequently relative to their numeric frequency.”

The key here is that what the Pebble Count method is supposed to tell us is the % of pebbles of certain class based on number only. From this, the weight distributions are typically estimated as discussed below. What is important to the pebble count is that the sample is completely random (as Kondolf agrees), therefore each pebble must be afforded the exact same chance of being selected regardless of size. What Leopold argues is that an increase in size distorts this chance, increasing the odds of one pebble over another being selected. To correct for this he suggests:

“The increased probability [of a large pebble being selected at random]  is proportional to the projected area or therefore to the square of the mean diameter. The number of rocks in each size class should therefore be weighted by a factor inversely proportionate to the square of the diameter of the B axis.”  

Remember that this is the Pebble Count procedure. The eventual aim of the procedure is to simulate the bulk sample sieve analysis in the field, but this is achieved through determining a % of count for each class first. The bulk sieve analysis seeks to determine at what percentage (by weight) each size class is represented in the sample. This is done by taking the weight of a sample that stops on a given sieve and dividing by the overall sample weight. However, in the Pebble Count method, the % based on weight is determined based upon the % by number:

(# counted in class)* (Avg weight per pebble in class) = Total Weight in Class 

% by Weight in Class = (Total Weight in Class)/(Overall Total Weight of all pebbles)

(Note the standard weights for pebbles in each class are given in Leopold’s paper)


For example, here are Kondolf’s figures, omitting the <8mm size class.

Table 1. Kondolf’s Method (no adjustment for diameter)

	Size Class
	No. Rocks Sampled

(n)
	Percent of total # rocks sampled
	Weight (w) of rock in class in grams
	Total weight sampled

(n * w) in grams
	% of overall weight = (n*w)/Total w

	256
	2
	1.7
	40000
	66115.7
	25.054

	180
	4
	3.3
	15000
	49586.8
	18.791

	128
	16
	13.2
	5600
	74049.6
	28.061

	90
	30
	24.8
	2100
	52066.1
	19.730

	64
	30
	24.8
	700
	17355.4
	6.577

	45
	19
	15.7
	255
	4004.1
	1.517

	32
	6
	5.0
	94
	466.1
	0.177

	22.6
	7
	5.8
	34
	196.7
	0.075

	16
	4
	3.3
	12
	39.7
	0.015

	11.3
	2
	1.7
	4.5
	7.4
	0.003

	8
	1
	0.8
	1.6
	1.3
	0.001

	
	
	
	
	
	

	TOTAL
	121
	100.0
	
	267445.7


	100.0


Next, here are the results using Leopolds adjustment for class size:

Table 2. Results adjusting for class size.

	Size Class
	No. Rocks Sampled

(n)
	Percent of total # rocks sampled
	Weight (w) of rock in class in grams
	Total weight sampled

(n * w) in grams
	Total Weight / d2 (Leopold method)
	% of overall weight = 

(n*w)/ 

(Total w *d2)

	256
	2
	1.7
	40000
	66115.7
	1.008846
	4.86

	180
	4
	3.3
	15000
	49586.8
	1.530456
	7.37

	128
	16
	13.2
	5600
	74049.6
	4.519628
	21.75

	90
	30
	24.8
	2100
	52066.1
	6.427916
	30.94

	64
	30
	24.8
	700
	17355.4
	4.237151
	20.39

	45
	19
	15.7
	255
	4004.1
	1.977349
	9.52

	32
	6
	5.0
	94
	466.1
	0.455191
	2.19

	22.6
	7
	5.8
	34
	196.7
	0.385101
	1.85

	16
	4
	3.3
	12
	39.7
	0.154959
	0.75

	11.3
	2
	1.7
	4.5
	7.4
	0.058251
	0.28

	8
	1
	0.8
	1.6
	1.3
	0.020661
	0.10

	
	
	
	
	
	
	

	TOTAL
	121
	100.0
	
	267445.7


	
	100


As can clearly be seen the results are strikingly different for percent of total sample weight, with a much greater value being given for the upper size classes. The question that needs to be addressed is whether or not the total weight in each class is accurate by adjusting or not adjusting (or neither).

Now for the fun part: (see last page for diagram)

Assume we have the following population (ie the actual proportion of pebbles – this is clearly hypothetical to make a point, but any known population could be used to do this test):

6 pebbles * 30mm class (it is assumed that each pebble in each class is spherical)

8 pebbles * 20mm class 

14 pebbles * 10mm class

We are sampling a grid 100mm*100mm, perfectly square, and our sample, conveniently, fits neatly within this grid. We have 100 samples to take so each sample plot in our grid is 10mm*10mm (100mm2).

	Pebble Size
	Surface area taken up per pebble
	Actual Number
	Total Area Actually taken up

	30 mm
	302 = 900 mm2 = 9 sample plots large
	6
	6* 900 = 5400 mm2 = 54 sample plots

	20mm
	202 = 400 mm2 = 4 sample plots large
	8
	8*400 = 3200 mm2 = 32 sample plots

	10 mm
	102 = 100 mm2 = 1 sample plot
	14
	14*100 = 1400 mm2 = 14 sample plots


Each sample plot is sampled once for a total of 100 samples. The results are:

	Pebble Size
	Pebble Count

	30 mm
	54

	20mm
	32

	10 mm
	14


Total


100

Recall that our goal is to mimic the bulk sieve analysis by determining the % weight in for each size category. Let us cast away the assumption that weight is directly proportional to area. Using the weights by classes given above by Leopold I have determined a relationship between class (based upon B axis measurement) and weight:
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Using this regression equation the weight for standard pebbles in our hypothetical situation are:

	Pebble Size
	Pebble Weight

	30 mm
	77.6 g

	20mm
	23.6 g

	10 mm
	3.1 g


Now, the actual population consists of six 30mm pebbles, eight 20mm pebbles, and fourteen 10mm pebbles. The actual % weight for each class then is:

	Pebble Size
	Pebble Weight
	Actual Pebble #
	Total Actual Weight
	% Actual Weight per class

	30 mm
	77.6 g
	6
	465.6 g
	66.7

	20mm
	23.6 g
	8
	188.8 g
	       27.0

	10 mm
	3.1 g
	14
	43.26 g
	6.2








Total

697.66

~100

This is the actual weight distribution that would be determined from sieve analysis using our hypothetical situation. Now compare to the pebble count result:

Assuming that 100 pebbles are taken across the grid at evenly spaced points then the counts would be:

	Pebble Size
	Pebble Count

	30 mm
	54

	20mm
	32

	10 mm
	14


Again, using the same weights for each class:


          Compare to

	Pebble Size
	Pebble Weight
	Pebble Count
	Total weight
	% Weight per class
	Actual % weight per class

	30 mm
	77.6 g
	54
	4192g
	84.0
	66.7

	20mm
	23.6 g
	32
	756 g
	15.15
	27.0

	10 mm
	3.1 g
	14
	43.3  g
	0.87
	6.2


Clearly the two are not exactly the same, the much large stones are over represented and, if this line of thinking is correct, then Kondolf’s assertion that “… there is no theoretical justification for decreasing the actual percentages observed for larger stones .” appears incorrect. Now let’s consider Leopold’s modification:

His modification is to divide the total weight in each class by the square of the diameter for that class, and then to determine the % of the adjusted weight as the final value:

	
	
	
	Adjusted Weight
	
	

	Pebble Size
	D2
	Total weight
	Total weight/D2
	% Adjusted weight per class
	Actual % weight per class

	30 mm
	900 mm2
	4192g
	4.65
	66.72
	66.7

	20mm
	400 mm2
	756 g
	1.89
	27.07
	27.0

	10 mm
	100 mm2
	43.3  g
	0.432
	6.20
	6.2






Total
      6.98

These results match perfectly! 

Question: This is an unreal setup, would this work in a real field situation?

First of all, the arrangement of the pebbles in the diagram below clearly isn’t important, any way they’re arranged if sampled properly will give the same field data (100 samples each taken in an even grid).

Take this example and blow it up 100 times, so that each of the grids I created above was multiplied 100 times. Then sample each of these randomly once. If it’s a true random sample then you would expect to get the same general proportions of samples. Increasing the sample size infinitely would give the exact population. So you’d always collect 54% 30mm pebbles, 32% 20 mm pebbles, and 14% 10mm pebbles. The above is an idealized situation where the sample exactly represents the population. There is no other way to show this theoretically that I can come up with. The point is that the increased stone size does bias the result and that Leopolds argument corrects for this bias. I would gladly entertain any discussion as I’m still going over this, but it seems to me that this works.
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Total Grid: 100mm * 100mm with 100 sample plots 10mm*10 mm
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