MATH 124 LINEAR ALGEBRA HOMEWORK 9 SOLUTIONS Puck ROMBACH

Exercise 1 (3.23 p. 421)

For each, find the characteristic polynomial and the eigenvalues.

Solution.

(a) We have

FO) =det (10 52) = (10— A)(=2—X) — (—9) -4 = A% — 8\ + 16.

(b) We have
FO) =det(205) =1 -N)B-N)—2-4=) -4\ - 5.
(c) We have
FO) =det (972 (3,) = (=AN)(=)) —3- 7=\ — 2L
(d) We have
FO) =det (Y52 %)) = (=N (=A) = A%
(e) We have

FO) =det(151 %) =1 =M1 -)N) = -2\ +1.

Exercise 2

We define the trace of a matrix as the sum of its diagonal entries: tr(A4) = aj1+ag+...+any.
Show that for any 2 x 2 matrix A, we have

fa(A\) = A% —tr(A)X + det(A)

.........

Solution. Let
A= (‘;Z), a,b,c,d € R.

Then tr(A) = a + d and det(A) = ad — be. We have

fa) =det(“* 0 ) = (@a=A)(d—A) —be = N2 — (a+d)A+ad—be = A\* — tr(A)\ +det(A).




MATH 124 LINEAR ALGEBRA HOMEWORK 9 SOLUTIONS Puck ROMBACH

Exercise 3

For which values of 2 does the following matrix have det(A) = tr(A) = 07

1 7 9
A=|0 1+z 7
0 0 T

.........

Solution. We have tr(4) =1+ (1 +2)+ 2« = 2+ z. Therefore tr(A) = 0 when x = —1. We
have det(A) = 1- (1 + x) - x = 22 + 2. Therefore, we have det(A) = 0 when x € {0, —1}. We
have both det(A) = tr(A) = 0 exactly when z = —1.

Exercise 4 (3.31 p. 422)
Find the eigenvalues and associated eigenvectors of the matrix representing the differentation
operator d/dz : Py — Pa.

Solution. Represent Py with respect to the standard basis (1,2, x2). Then d/dz is the map
given by a + bx + cx? — b+ 2cx. Then the matrix representing this map is

010
A=|0 0 2
0 00
This matrix has characteristic equation
0—A 1 0
faN)=det|[ 0 0-X 2 |=-).

0 0 0—=AX

This cubic polynomial has only one root: A = 0. To find the associated eigenvectors, we have

0-0 1 0 010 1
Ey = ker 0 0-0 2 =ker {0 0 2| = 0
0 0 0-0 0 00 0

Exercise 5

Suppose that a 2 x 2 matrix A is such that (A%) - = 0, for all ¥ € R2. Can A be invertible?
What if A is 3 x 3, and (A%) - ¥ = 0, for all 7 € R3?

Solution. This questions asks whether there is an invertible linear transformation repre-
sented by A such that every vector is perpendicular to its image. In R?, we have seen such
an example: a clockwise rotation over 90°. This clearly has an inverse: a counter-clockwise
rotation over 90°.

In R3, we have seen that every matrix has at least one real eigenvalue. If this real eigenvalue A
is 0, the matrix is not invertible. If this real eigenvalue ) is not 0, then there is an eigenvector
7 such that Av = A\J. Then (A%) - 7 = M||]|? # 0, since neither A or the length of @ are 0.
Therefore, there cannot exist such a 3 x 3 matrix.




