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These slides are also brought to you by:

Special Guest Executive Producer

 On Instagram at pratchett_the_cat

https://www.instagram.com/pratchett_the_cat/
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Benoît Mandelbrot

 Mandelbrot = father of fractals
 Mandelbrot = almond bread
 Bonus Mandelbrot set action: here.

http://bit.ly/bQc8AN
http://en.wikipedia.org/wiki/File:Mandelbrot_sequence_new.gif
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Another approach:

Benoît Mandelbrot
 Derived Zipf’s law through optimization [8]

 Idea: Language is efficient
 Communicate as much information as possible for

as little cost
 Need measures of information (𝐻) and average

cost (𝐶)...
 Language evolves to maximize 𝐻/𝐶, the amount

of information per average cost.
 Equivalently: minimize 𝐶/𝐻.
 Recurring theme: what role does optimization

play in complex systems?
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The Quickening—Mandelbrot v. Simon:
There Can Be Only One:

 Things there should be only one of:
Theory, Highlander Films.

 Feel free to play Queen’s It’s a Kind of Magic in
your head (funding remains tight).

http://www.cc.com/video-clips/p8mamb/the-colbert-report-stephen-claims-lou-dobbs--audience
http://en.wikipedia.org/wiki/Highlander_(film)
http://en.wikipedia.org/wiki/A_Kind_of_Magic
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Now let us enjoy the Trailer for Highlander:

http://www.youtube.com/watch?v=omOZyLmNMJs?rel=0


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton1'){ocgs[i].state=false;}}
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We were born to be Princes of the Universe

vs.

Mandelbrot vs. Simon:

 Mandelbrot (1953): “An Informational Theory of
the Statistical Structure of Languages” [8]

 Simon (1955): “On a class of skew distribution
functions” [14]

 Mandelbrot (1959): “A note on a class of skew
distribution functions: analysis and critique of a
paper by H.A. Simon” [9]

 Simon (1960): “Some further notes on a class of
skew distribution functions” [15]
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I have no rival, No man can be my equal

vs.

Mandelbrot vs. Simon:
 Mandelbrot (1961): “Final note on a class of skew

distribution functions: analysis and critique of a
model due to H.A. Simon” [10]

 Simon (1961): “Reply to ‘final note’ by Benoit
Mandelbrot” [17]

 Mandelbrot (1961): “Post scriptum to ‘final
note”’ [11]

 Simon (1961): “Reply to Dr. Mandelbrot’s post
scriptum” [16]
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I am immortal, I have inside me blood of kings

Mandelbrot:
“We shall restate in detail our 1959 objections to
Simon’s 1955 model for the Pareto-Yule-Zipf
distribution. Our objections are valid quite
irrespectively of the sign of p-1, so that most of
Simon’s (1960) reply was irrelevant.” [10]

Simon:
“Dr. Mandelbrot has proposed a new set of objections
to my 1955 models of the Yule distribution. Like his
earlier objections, these are invalid.” [17]



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
15 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

I am immortal, I have inside me blood of kings

Mandelbrot:
“We shall restate in detail our 1959 objections to
Simon’s 1955 model for the Pareto-Yule-Zipf
distribution. Our objections are valid quite
irrespectively of the sign of p-1, so that most of
Simon’s (1960) reply was irrelevant.” [10]

Simon:
“Dr. Mandelbrot has proposed a new set of objections
to my 1955 models of the Yule distribution. Like his
earlier objections, these are invalid.” [17]



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
15 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

I am immortal, I have inside me blood of kings

Mandelbrot:
“We shall restate in detail our 1959 objections to
Simon’s 1955 model for the Pareto-Yule-Zipf
distribution. Our objections are valid quite
irrespectively of the sign of p-1, so that most of
Simon’s (1960) reply was irrelevant.” [10]

Simon:
“Dr. Mandelbrot has proposed a new set of objections
to my 1955 models of the Yule distribution. Like his
earlier objections, these are invalid.” [17]



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
15 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

I am immortal, I have inside me blood of kings

Mandelbrot:
“We shall restate in detail our 1959 objections to
Simon’s 1955 model for the Pareto-Yule-Zipf
distribution. Our objections are valid quite
irrespectively of the sign of p-1, so that most of
Simon’s (1960) reply was irrelevant.” [10]

Simon:
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Plankton:

“You can’t do this to me, I WENT TO
COLLEGE!” “You weak minded fool!”
“You just lost your brain privileges,” etc.
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Two theories enter, one theory leaves:

http://www.youtube.com/watch?v=pmRAiUPdRjk?rel=0
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Zipfarama via Optimization:

Mandelbrot’s Assumptions:

 Language contains 𝑛 words: 𝑤1, 𝑤2, … , 𝑤𝑛.
 𝑖th word appears with probability 𝑝𝑖
 Words appear randomly according to this

distribution (obviously not true...)
 Words = composition of letters is important
 Alphabet contains 𝑚 letters
 Words are ordered by length (shortest first)



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
18 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

Zipfarama via Optimization:

Mandelbrot’s Assumptions:
 Language contains 𝑛 words: 𝑤1, 𝑤2, … , 𝑤𝑛.

 𝑖th word appears with probability 𝑝𝑖
 Words appear randomly according to this

distribution (obviously not true...)
 Words = composition of letters is important
 Alphabet contains 𝑚 letters
 Words are ordered by length (shortest first)



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
18 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

Zipfarama via Optimization:

Mandelbrot’s Assumptions:
 Language contains 𝑛 words: 𝑤1, 𝑤2, … , 𝑤𝑛.
 𝑖th word appears with probability 𝑝𝑖

 Words appear randomly according to this
distribution (obviously not true...)

 Words = composition of letters is important
 Alphabet contains 𝑚 letters
 Words are ordered by length (shortest first)



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
18 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

Zipfarama via Optimization:

Mandelbrot’s Assumptions:
 Language contains 𝑛 words: 𝑤1, 𝑤2, … , 𝑤𝑛.
 𝑖th word appears with probability 𝑝𝑖
 Words appear randomly according to this

distribution (obviously not true...)

 Words = composition of letters is important
 Alphabet contains 𝑚 letters
 Words are ordered by length (shortest first)



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
18 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

Zipfarama via Optimization:

Mandelbrot’s Assumptions:
 Language contains 𝑛 words: 𝑤1, 𝑤2, … , 𝑤𝑛.
 𝑖th word appears with probability 𝑝𝑖
 Words appear randomly according to this

distribution (obviously not true...)
 Words = composition of letters is important

 Alphabet contains 𝑚 letters
 Words are ordered by length (shortest first)



PoCS, Vol. 1
Power-Law
Mechanisms, Pt. 4
18 of 49

Optimization
Minimal Cost

Mandelbrot vs. Simon

Assumptions

Model

Analysis

And the winner is...?

Nutshell

References

Zipfarama via Optimization:

Mandelbrot’s Assumptions:
 Language contains 𝑛 words: 𝑤1, 𝑤2, … , 𝑤𝑛.
 𝑖th word appears with probability 𝑝𝑖
 Words appear randomly according to this

distribution (obviously not true...)
 Words = composition of letters is important
 Alphabet contains 𝑚 letters

 Words are ordered by length (shortest first)
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Zipfarama via Optimization:

Word Cost

 Length of word (plus a space)
 Word length was irrelevant for Simon’s method

Objection

 Real words don’t use all letter sequences

Objections to Objection

 Maybe real words roughly follow this pattern (?)
 Words can be encoded this way
 Na na na-na naaaaa...
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Zipfarama via Optimization:

Binary alphabet plus a space symbol

𝑖 1 2 3 4 5 6 7 8
word 1 10 11 100 101 110 111 1000
length 1 2 2 3 3 3 3 4

1 + log2𝑖 1 2 2.58 3 3.32 3.58 3.81 4

 Word length of 2𝑘th word: = 𝑘 + 1

= 1 + log22𝑘

 Word length of 𝑖th word ≃ 1 + log2𝑖
 For an alphabet with 𝑚 letters,

word length of 𝑖th word ≃ 1 + log𝑚𝑖.
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Zipfarama via Optimization:
Total Cost 𝐶
 Cost of the 𝑖th word: 𝐶𝑖 ≃ 1 + log𝑚𝑖

 Cost of the 𝑖th word plus space:
𝐶𝑖 ≃ 1 + log𝑚(𝑖 + 1)

 Subtract fixed cost: 𝐶′
𝑖 = 𝐶𝑖 − 1 ≃ log𝑚(𝑖 + 1)

 Simplify base of logarithm:

𝐶′
𝑖 ≃ log𝑚(𝑖 + 1) = log𝑒(𝑖 + 1)

log𝑒𝑚

∝ log𝑒(𝑖 + 1)

 Total Cost:

𝐶 ∼
𝑛

∑
𝑖=1

𝑝𝑖𝐶′
𝑖 ∝

𝑛
∑
𝑖=1

𝑝𝑖log𝑒(𝑖 + 1)
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Zipfarama via Optimization:

Information Measure
 Use Shannon’s Entropy (or Uncertainty):

𝐻 = −
𝑛

∑
𝑖=1

𝑝𝑖log2𝑝𝑖

 (allegedly) von Neumann suggested ‘entropy’...
 Proportional to average number of bits needed to

encode each ‘word’ based on frequency of
occurrence

 −log2𝑝𝑖 = log21/𝑝𝑖 = minimum number of bits
needed to distinguish event 𝑖 from all others

 If 𝑝𝑖 = 1/2, need only 1 bit (log21/𝑝𝑖 = 1)
 If 𝑝𝑖 = 1/64, need 6 bits (log21/𝑝𝑖 = 6)
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Zipfarama via Optimization:

Information Measure
 Use a slightly simpler form:

𝐻 = −
𝑛

∑
𝑖=1

𝑝𝑖log𝑒𝑝𝑖/log𝑒2

= −𝑔
𝑛

∑
𝑖=1

𝑝𝑖log𝑒𝑝𝑖

where 𝑔 = 1/log𝑒2
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Zipfarama via Optimization:

 Minimize
𝐹(𝑝1, 𝑝2, … , 𝑝𝑛) = 𝐶/𝐻

subject to constraint

𝑛
∑
𝑖=1

𝑝𝑖 = 1

 Tension:
(1) Shorter words are cheaper

(2) Longer words are more informative (rarer)
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Zipfarama via Optimization:

Time for Lagrange Multipliers:
 Minimize

Ψ(𝑝1, 𝑝2, … , 𝑝𝑛) =
𝐹(𝑝1, 𝑝2, … , 𝑝𝑛) + 𝜆𝐺(𝑝1, 𝑝2, … , 𝑝𝑛)

where

𝐹(𝑝1, 𝑝2, … , 𝑝𝑛) = 𝐶
𝐻 = ∑𝑛

𝑖=1 𝑝𝑖log𝑒(𝑖 + 1)
−𝑔 ∑𝑛

𝑖=1 𝑝𝑖log𝑒𝑝𝑖

and the constraint function is

𝐺(𝑝1, 𝑝2, … , 𝑝𝑛) =
𝑛

∑
𝑖=1

𝑝𝑖 − 1(= 0)

Insert question from assignment 5

http://www.uvm.edu/pdodds/teaching/courses/2020-08UVM-300/docs/{2020-08UVM-300}assignment5.pdf
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Zipfarama via Optimization:

Some mild suffering leads to:


𝑝𝑗 = 𝑒−1−𝜆𝐻2/𝑔𝐶(𝑗 + 1)−𝐻/𝑔𝐶

∝ (𝑗 + 1)−𝐻/𝑔𝐶

 A power law appears [applause]: 𝛼 = 𝐻/𝑔𝐶
 Next: sneakily deduce 𝜆 in terms of 𝑔, 𝐶, and 𝐻.
 Find

𝑝𝑗 = (𝑗 + 1)−𝐻/𝑔𝐶
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Zipfarama via Optimization:

Finding the exponent
 Now use the normalization constraint:

1 =
𝑛

∑
𝑗=1

𝑝𝑗

=
𝑛

∑
𝑗=1

(𝑗 + 1)−𝐻/𝑔𝐶 =
𝑛

∑
𝑗=1

(𝑗 + 1)−𝛼

 As 𝑛 → ∞, we end up with 𝜁(𝐻/𝑔𝐶) = 2
where 𝜁 is the Riemann Zeta Function

 Gives 𝛼 ≃ 1.73 (> 1, too high) or 𝛾 = 1 + 1
𝛼 ≃ 1.58

(very wild)
 If cost function changes (𝑗 + 1 → 𝑗 + 𝑎) then

exponent is tunable
 Increase 𝑎, decrease 𝛼
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Zipfarama via Optimization:

All told:
 Reasonable approach: Optimization is at work in

evolutionary processes

 But optimization can involve many
incommensurate elephants: monetary cost,
robustness, happiness,...

 Mandelbrot’s argument is not super convincing
 Exponent depends too much on a loose definition

of cost
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From the discussion at the end of Mandelbrot’s
paper:
 A. S. C. Ross: “M. Mandelbrot states that ‘the

actual direction of evolution (sc. of language) is, in
fact, towards fuller and fuller utilization of places’.
We are, in fact, completely without evidence as to
the existence of any ‘direction of evolution’ in
language, and it is axiomatic that we shall remain
so. Many philologists would deny that a ‘direction
of evolution’ could be theoretically possible; thus I
myself take the view that a language develops in
what is essentially a purely random manner.”

 Mandelbrot: “As to the ‘fundamental linguistic
units being the least possible differences between
pairs of utterances’ this is a logical consequence of
the fact that two is the least integer greater than
one.”
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More:

Reconciling Mandelbrot and Simon
 Mixture of local optimization and randomness

 Numerous efforts...

1. Carlson and Doyle, 1999:
Highly Optimized Tolerance
(HOT)—Evolved/Engineered Robustness [2, 3]

2. Ferrer i Cancho and Solé, 2002:
Zipf’s Principle of Least Effort [6]

3. D’Souza et al., 2007:
Scale-free networks [4]
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More
Other mechanisms:
 Much argument about whether or not monkeys

typing could produce Zipf’s law... (Miller, 1957) [12]

 Miller gets to slap Zipf rather rudely in an
introduction to a 1965 reprint of Zipf’s
“Psycho-biology of Language” [13, 18]

 Let us now slap Miller around by simply reading
his words out (see next slides):

 Side note: Miller mentions “Genes of Language.”
 Still fighting: “Random Texts Do Not Exhibit the

Real Zipf’s Law-Like Rank Distribution” [5] by
Ferrer-i-Cancho and Elvevåg, 2010.
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So who’s right?

Bornholdt and Ebel (PRE), 2001:
“World Wide Web scaling exponent from Simon’s 1955
model” [1].

 Show Simon’s model fares well.
 Recall 𝜌 = probability new flavor appears.
 Alta Vista crawls in approximately 6 month

period in 1999 give 𝜌 ≃ 0.10
 Leads to 𝛾 = 1 + 1

1−𝜌 ≃ 2.1 for in-link distribution.
 Cite direct measurement of 𝛾 at the time: 2.1 ± 0.1

and 2.09 in two studies.

http://en.wikipedia.org/wiki/AltaVista
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Recent evidence for Zipf’s law...
tem and applications, which form a complex web of inter-
dependencies. A measure of the ‘‘centrality’’ of a given
package is the number of other packages that call it in their
routine, a measure we refer to as the number of in-directed
links or connections that other packages have to a given
package. We find that the distribution of in-directed links
of packages in successive Debian Linux distributions pre-
cisely obeys Zipf’s law over four orders of magnitudes. We
then verify explicitly that the growth observed between
successive releases of the number of in-directed links of
packages obeys Gibrat’s law with a good approximation.
As an additional critical test of the stochastic growth
process, we confirm empirically that the average growth
increment of the number of in-directed links of packages
over a time interval !t is proportional to !t, while its

standard deviation is proportional to
ffiffiffiffiffiffi
!t

p
, as predicted

from Gibrat’s law implemented in a standard stochastic
growth model. In addition, we verify that the distribution of
the number of in-directed links of new packages appearing
in evolving version of Debian Linux distributions has a tail
thinner than Zipf’s law, confirming that Zipf’s law in this
system is controlled by the growth process.

The Linux Kernel was created in 1991 by Linus Torvalds
as a clone of the proprietary Unix operating system
[25,26], and was licensed under GNU General Public
License. Its code and open source license had immediately
a strong appeal to the community of open source devel-
opers who started to run other open source programs on
this new operating system. In 1993, Debian Linux [27]
became the first noncommercial successful general distri-
bution of an open source operating system. While contin-
uously evolving, it remains up to the present the ‘‘mother’’
of a dominant Linux branch, competing with a growing
number of derived distributions (Ubuntu, Dreamlinux,
Damn Small Linux, Knoppix, Kanotix, and so on).

From a few tens to hundreds of packages (474 in 1996
(v1.1)), Debian has expanded to include more than about
18’000 packages in 2007, with many intricate dependen-
cies between them, that can be represented by complex
functional networks. Its evolution is recorded by a chrono-
logical series of stable and unstable releases: new packages
enter, some disappear, others gain or lose connectivity.
Here, we study the following sequence of Debian releases:
Woody: 19.07.2002; Sarge: 0.6.06.2005; Etch: 15.08.2007;
Lenny (unstable version): 15.12.2007; several other Lenny
versions from 18.03.2008 to 05.05.2008 in intervals of
7 days.

Figure 1 shows the number of packages in the first four
successive versions of Debian Linux with more than C in-
directed links, which is nothing but the un-normalized
complementary cumulative (or survival) distribution of
package numbers of in-directed links. Zipf’s law is con-
firmed over four full decades, for each of the four releases
(xmin ¼ 1 and xmax ’ 104 are the minimum and maximum
numbers of in-directed links). Notwithstanding the large
modifications between releases and the multiplication of

the number of packages by a factor of 3 between Woody
and Lenny, the distributions shown in Fig. 1 are all con-
sistent with Zipf’s law. It is remarkable that no noticeable
cutoff or change of regimes occurs neither at the left nor at
the right end-parts of the distributions shown in Fig. 1. Our
results extend those conjectured in Ref. [28] for Red Hat
Linux. By using Debian Linux, which is better suited for
the sampling of projects than the often used SourceForge
collaboration platform, we avoid biases and gather unique
information only available in an integrated environment
[29].
To understand the origin of this Zipf’s law, we use the

general framework of stochastic growth models, and we
track the time evolution of a given package via its number
C of in-directed links connecting it to other packages
within Debian Linux. The increment dC of the number
of in-directed links to a given package over a small time
interval dt is assumed to be the sum of two contributions,
defining a generalized diffusion process:

dC ¼ rðCÞdtþ !ðCÞdW; (2)

with rðCÞ is the average deterministic growth of the in-
directed link number, !ðCÞ is the standard deviation of the
stochastic component of the growth process and dW is the

FIG. 1 (color online). (Color Online) Log-log plot of the
number of packages in four Debian Linux Distributions with
more than C in-directed links. The four Debian Linux
Distributions are Woody (19.07.2002) (orange diamonds),
Sarge (06.06.2005) (green crosses), Etch (15.08.2007) (blue
circles), Lenny (15.12.2007) (blackþ’s). The inset shows the
maximum likelihood estimate (MLE) of the exponent" together
with two boundaries defining its 95% confidence interval (ap-
proximately given by 1% 2=

ffiffiffi
n

p
, where n is the number of data

points using in the MLE), as a function of the lower threshold.
The MLE has been modified from the standard Hill estimator to
take into account the discreteness of C.
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collaboration platform, we avoid biases and gather unique
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To understand the origin of this Zipf’s law, we use the
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track the time evolution of a given package via its number
C of in-directed links connecting it to other packages
within Debian Linux. The increment dC of the number
of in-directed links to a given package over a small time
interval dt is assumed to be the sum of two contributions,
defining a generalized diffusion process:

dC ¼ rðCÞdtþ !ðCÞdW; (2)

with rðCÞ is the average deterministic growth of the in-
directed link number, !ðCÞ is the standard deviation of the
stochastic component of the growth process and dW is the
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circles), Lenny (15.12.2007) (blackþ’s). The inset shows the
maximum likelihood estimate (MLE) of the exponent" together
with two boundaries defining its 95% confidence interval (ap-
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, where n is the number of data

points using in the MLE), as a function of the lower threshold.
The MLE has been modified from the standard Hill estimator to
take into account the discreteness of C.
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increment of the Wiener process (with hdWi ¼ 0 and
hdW2i ¼ dt where the brackets denote performing the
statistical average). Zipf’s law has been shown to arise
under a variety of conditions associated with Gibrat’s
law. The simplest implementation of Gibrat’s law writes
that both rðCÞ and !ðCÞ are proportional to C,

rðCÞ ¼ r$ C; !ðCÞ ¼ !$ C; (3)

with proportionality coefficients r and ! obeying the fol-
lowing inequality r < !. This later inequality expresses
that the proportional growth is dominated by its stochastic
component [22]. Accordingly, the heavy tail structure of
Zipf’s law can be thought of as the result of large stochastic
multiplicative excursions. The rest of the Letter is devoted
to testing and validating this model.

First, we measure the time evolution of the in-directed
links of all packages in the successive Debian releases, by
retrieving the network of dependencies following the meth-
odology explained in Ref. [29]. For packages which are
common to successive releases, we find that their connec-
tivity, measured for instance by their number C of in-
directed links, increases on average albeit with consider-
able fluctuations. Consider for instance the update from
Etch (15.08.2007) to the latest Lenny version (05.05.2008).
For each package iwhich is common to these two versions,
we measure the increment !Ci of the number Ci of in-
directed links to that package from Etch to the latest Lenny
version. The left panel of Fig. 2 plots these increments!Ci

as a function of Ci. This figure is typical of the results
obtained on the increments !Ci between other pairs of
Debian releases. The scatter plot confirms the existence of
an approximate proportionality between !Ci and Ci, es-
pecially for the largest Ci values, in agreement with the
first equation of (3). The right panel of Fig. 2 shows the
standard deviation of!C as a function of C, confirming the
second equation of (3). These two panels are nothing but
direct evidence of Gibrat’s law for package connectivities,
which constitutes an essential ingredient of stochastic
growth models of Zipf’s law [8,16,20,21]. Notice that the

large scatter decorating the approximate proportionality
between !Ci and Ci observed in Fig. 2 and quantified in
the right panel of Fig. 2 is an essential ingredient for Zipf’s
law to appear [22].
We then combine (2) and (3) to predict that, over a not

too large time interval !t, (i) the average growth rate
Rð!tÞ % h!C=Ci should be given by

Rð!tÞ ¼ r$ !t; (4)

and (ii) the standard deviation of the growth rate

"ð!tÞ % h½!C=C'2i1=2 (5)

should be equal to

"ð!tÞ ¼ !$
ffiffiffiffiffiffi
!t

p
: (6)

This last result derives from the properties of the Wiener
process increments dW. We test these two predictions (4)
and (6) as follows. Out of the four major Debian releases
from 19.07.2002 to 15.12.2007 as well as the several Lenny
releases from 18.03.2008 to 05.05.2008 in intervals of 7
days, 66 different time intervals can be formed. For each
time interval, we calculate the average growth rate defined
by Rð!tÞ % h!C=Ci and its standard deviation defined by
(5). Technically, we estimate Rð!tÞ [respectively"ð!tÞ] as
the slope (respectively the standard deviation of the resid-
uals) of the linear regression of!C as a function of C. This
method allows us to construct confidence bounds by boot-
strapping (we reshuffle 1000 times the linear regression
residuals). The left [right] panel of Fig. 3 shows the 66
values of Rð!tÞ ["ð!tÞ] as a function of their correspond-
ing time interval !t (respectively, square-root of !t),

FIG. 2. Left panel: Plots of !C versus C from the Etch release
(15.08.2007) to the latest Lenny version (05.05.2008) in double
logarithmic scale. Only positive values are displayed. The linear
regression !C ¼ R$ Cþ C0 is significant at the 95% confi-
dence level, with a small value C0 ¼ 0:3 at the origin and R ¼
0:09. Right panel: same as left panel for the standard deviation of
!C.
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FIG. 3. Dependence of Rð!tÞ and "ð!tÞ defined, respectively,
by Rð!tÞ % h!C=Ci and (5) as a function of their time interval
!t for the 66 time intervals that can be formed between all the
Debian releases in our database (which includes the four major
Debian releases from 19.07.2002 to 15.12.2007 as well as the
several Lenny releases from 18.03.2008 to 05.05.2008 in inter-
vals of 7 days). The error bars show the 95% confidence
intervals, obtained by shuffling 1000 times the linear regression
residuals. The straight lines represent the best linear fits. The
existence of a genuine linear dependence of R as a function of!t
cannot be rejected (p < 0:05) and has a high significance level
(square of correlation coefficient R2 ¼ 0:93). The regression of
" versus

ffiffiffiffiffiffi
!t

p
enjoys the same high statistical confidence (p <

0:05 and R2 ¼ 0:97).

PRL 101, 218701 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending
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218701-3
 Rough, approximately linear relationship between

𝐶 number of in-links and Δ𝐶.
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Neural reboot (NR):

Walking with a baby robin:

http://www.youtube.com/watch?v=CxiDTwvsLbA?rel=0


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton3'){ocgs[i].state=false;}}


http://www.youtube.com/watch?v=CxiDTwvsLbA?rel=0
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