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[bookmark: _Toc209618136]Overall Summary:
[bookmark: _Toc209618138]Key Highlights
The aggregated survey results reveal several key insights:
· There is a high level of concern among staff regarding AI's impact on human judgment, ethics, and the environment, with 'Extremely Concerned' and 'Very concerned' being the most frequent responses across these topics.
· Interest in AI is polarized: while a significant group is 'Extremely Interested' in training and experimenting with AI, an equally large group is 'Not at all Interested' or expresses discomfort, indicating a divided workforce in terms of readiness and enthusiasm for AI adoption.
· The most common support needs relate to training, understanding practical use cases, and guidance on responsible use, as reflected in both open-ended responses and requests for more information and examples.
These insights suggest that any AI implementation at UVM should prioritize transparent communication, address ethical and environmental concerns, and provide targeted training and support to bridge the gap between enthusiastic and hesitant staff.
[bookmark: _Toc209618139]How do you think AI tools will improve your work? What are you excited about?	
· Split views: A slim majority see clear, practical value in AI for everyday work (writing help, summaries, organization), while a sizable minority are skeptical or opposed—often on trust/accuracy, ethics/IP, environmental impact, and job-displacement grounds.
· Where it helps most (for fans): Drafting and refining writing, summarizing meetings/documents, organizing projects, and shaving time off repetitive tasks. Several note Excel/coding help and presentation/graphics support.
· Guardrails & enablement: Many ask for training (incl. prompt engineering), which tools are allowed, and examples by role (“what to use for what”). Even some skeptics say they’d reconsider with better governance and concrete use cases.
· Quality bar: Supporters and skeptics alike stress human review—AI is seen as a drafting/accelerator tool, not an autopilot.
· Values alignment: A notable cluster objects on environmental and values grounds; some explicitly do not want to use generative AI for writing or artwork, though they may accept narrower automation/ML use cases.
[bookmark: _Toc209618140]Quantitative facts (n = 203)
· 
· Sentiment (approx.):
· Positive / see value: (51.7%)
· Opposed / not excited:  (27.1%)
· Unsure / want to learn:  (6.4%)
· Neutral/unclear:  (14.8%)
· Top use-case themes (multi-select; % of all responses):
· Writing & editing –  (22.2%)
· General productivity/efficiency – (18.2%)
· Research & analysis (incl. benchmarking, trends) – (17.7%)
· Project organization / PM – (14.8%)
· Summaries & meeting notes –  (12.3%)
· Teaching/learning support –  (9.9%)
· Automation & workflows –  (9.4%)
· Coding/Excel/tech help – (8.9%)
· Design/graphics/presentations – (6.4%)
· Translation/multilingual – (3.9%)
· Common concerns (multi-select; rank by mentions):
1. Trust/accuracy/hallucinations: 
2. Environmental impact (water/energy): 
3. Ethics/IP/values/privacy:
4. Job displacement:
· Enablement signals (ranked by mentions):
1. Ask for training/guidance (“how/which tools”): 
2. Explicit current users citing benefit: ~ 
[bookmark: _Toc209618141]Illustrative “voice of employee” (paraphrased)
· “Great for first drafts, summaries, and email tone—but I still review.”
· “Interested if UVM provides training and clarity on which tools are OK for which tasks.”
· “I’m not excited—accuracy, ethics, and environmental concerns outweigh benefits in my role.”
[bookmark: _Toc209618142]Quick implications
· Meet people where they are: Offer role-based starters (e.g., “AI for Advisors/HR/Admin/Faculty”) and a lightweight prompt-basics primer.
· Codify boundaries: Publish a “which tool for which task” matrix + data-safety/values guardrails; highlight non-generative automation/ML options for skeptics.
· Lead with high-trust use cases: Writing assist, meeting summaries, document diffing, and spreadsheet/coding helpers—with required human review.
· Acknowledge values: Provide environmental transparency (e.g., local vs. cloud workloads, throttling) and alternatives where AI is inappropriate.
[bookmark: _Toc209618143]What are you using AI for (include use of large language models like ChatGPT and Co-Pilot and also other types of AI tools such as chatbots)?
[bookmark: _Toc209618144]Tool usage 
· Microsoft Co-Pilot – (60%)
· ChatGPT –(58%)
· Claude – (6%)
· Gemini / NotebookLM / Perplexity – (6%)
· Other specialized AI (image/video tools, chatbots, APIs, Descript, Canva, Slate, etc.) – (8%)
· None / minimal use – (3%)  - (53% of overall respondents)

[bookmark: _Toc209618145]Top use cases
· Writing, editing & polishing communications –  (58%)
· Summarizing meetings, notes, or documents – (25%)
· Brainstorming, idea generation, templates/outlines –  (23%)
· Coding & technical support (incl. Excel, Power Automate, Power BI) – (21%)
· Project/organization/administrative support (tracking tasks, schedules, hiring, proposals) – (20%)
· Research support (finding sources, background, data analysis) – (18%)
· Presentation/design/creative (slides, graphics, logos, images, video editing) –  (11%)
· Chatbot management / student services automation – (2%)

[bookmark: _Toc209618146]Implications:
· AI adoption is already widespread for core productivity tasks (writing, notes, summaries).
· Co-Pilot dominates usage due to licensing/testing at UVM, but staff continue using external tools (ChatGPT, Claude, Gemini) when features feel stronger.
· Technical users lean on AI for coding and data work, while faculty/staff emphasize writing and admin.
· Risk & governance: A handful are minimizing external LLM use due to data concerns—echoing the need for clear UVM guidance on safe tool use.
· Enablement needed: Prompting skills, role-specific examples, and awareness of approved vs. unapproved tools.

[bookmark: _Toc209618147]What guiding principles have you been using or would you like others to consider when using AI? 

[bookmark: _Toc209618148]Top principles/themes (multi-select; % of all responses):
· Privacy & data security (no PII/sensitive info) – (46%)
· Human oversight (fact-check, verify, edit) – (42%)
· Use AI as a tool, not a replacement – (38%)
· Ethics, integrity, and authenticity (own voice, no plagiarism, transparency) –  (24%)
· Environmental impact / sustainability concerns – (13%)
· Critical thinking & skill preservation (don’t offload learning, thinking, or writing) – (12%)
· Fair use / copyright & bias awareness – (9%)
· Transparency / disclosure of AI use –  (7%)
· Values-based or mission alignment (Our Common Ground, personal values, golden rule) –  (6%)
· Other (uncertain, N/A, resistant) –  (7%)

[bookmark: _Toc209618149]Quick Implications:
· Policy clarity needed: Reinforce rules about PII, UVM data, and tool selection (Co-Pilot vs. others).
· Embed guardrails in training: Always verify, don’t replace human thought, cite/disclose when required.
· Address values openly: Provide environmental transparency and ethical framing in UVM’s AI guidance.
· Support culture shift: Role-based examples of “AI as a draft partner, not a finished product” will build comfort while honoring concerns.
[bookmark: _Toc209618150]
What are your concerns about using AI in your work? 

[bookmark: _Toc209618151]Quantitative snapshot 
· How to use it effectively (training, tools, prompts, examples, getting started): ~41% 
· Privacy & data security (PII/FERPA/Copilot handling, where data goes): ~30% 
· Environmental impact (water/energy, data centers, alignment with UVM values): ~28% 
· Accuracy/reliability/trust (hallucinations, objectivity, verification burden): ~27% 
· Policy/governance/expectations & regulation (what’s allowed for staff/faculty, future rules): ~20% 
· Ethics/copyright/bias/academic integrity/attribution: ~19% 
· Usefulness/ROI (does it really save time or add rework?): ~12% 
· Job impact (replacement, labor relations, role of human judgment): ~11% 
· Cost/financial sustainability & vendor trust: ~10% 
· Academic norms/hypocrisy (staff encouraged vs. students restricted): ~8% 
· Definitions/what counts as “AI” vs. automation: ~4
· “Everything”/“nothing”/N/A (general uncertainty or refusal): ~12–15% 

[bookmark: _Toc209618152]Thematic takeaways
1. Enablement gap: Many want clear, role-specific how-to (prompts, examples by job family), what tools are supported, and a simple “start here” path.
2. Data stewardship anxiety: Repeated uncertainty about what can/can’t be placed in Copilot/LLMs, where it’s stored, and FERPA/PII handling.
3. Values tension: Significant concern that AI’s environmental footprint conflicts with “For People and Planet.” People want straight talk and mitigations.
4. Quality & accountability: Doubts about accuracy/objectivity and fear of over-reliance; emphasis that human review must remain explicit.
5. Policy ambiguity: Requests for one source of truth on staff/faculty expectations, allowed tools, disclosure norms, and third-party/vendor safeguards.
6. Workforce implications: Worries about job displacement and skill erosion; desire to define where human judgment remains required.
7. Cost & lock-in: Skepticism about long-term financial sustainability and vendor incentives as subsidies fade.
8. Academic integrity & consistency: Concern over different rules for students vs. staff and perceived hypocrisy.
Implications for UVM
· Publish a single “AI@UVM Playbook.”
· Do/Don’t with data (FERPA/PII decision tree; “what’s OK in Copilot”).
· Approved tools by use case (and why), with privacy posture plain-English summaries.
· Disclosure expectations for academic and administrative contexts.
· Role-based starter kits (HR, advising, finance, research, IT, comms): 3–5 vetted tasks each, copy-paste prompts, and required human checks.
· Environment FAQ & commitments: footprint basics, mitigations (e.g., preference for in-tenant processing, throttling high-intensity tasks), and when not to use AI.
· Quality standards: “AI-assisted, human-owned” checklist (verify facts, cite sources, keep voice, note limitations).
· Training ladder: 60-minute intro → prompt clinic → advanced (Copilot in M365, Power Automate, data-safe workflows).
· Governance cadence: Quarterly updates on policy, approved tools, and incident reporting; publish a living glossary (“AI” vs. automation vs. GenAI).
· Workforce clarity: Statement on no replacement of roles requiring human judgment, plus reskilling supports.

[bookmark: _Toc209618153]Do you have any questions that you would like to discuss during the session? 
[bookmark: _Toc209618154]Quantitative snapshot 

· Environment & sustainability (water/energy, “For People & Planet,” offsets): (24%)
· Policy/governance/mission fit (guardrails, stance, definitions of use): (22%)
· Privacy, IP, FERPA & data security: (13%)
· Support to succeed (time, training, licenses) & enablement:  (13%)
· Leadership stance & usage (what leaders use, taskforce purpose):  (11%)
· Academic integrity / student vs. staff double-standard:  (9%)
· Training/how-to (resources, getting started):  (9%)
· Tooling strategy (Copilot vs. others, partnerships, UVM LLM/chatbot): (7%)
· Definitions/scope (AI vs GenAI/LLM/chatbots):  (6%)
· Job impact / workforce effects:  (5%)
· Cost/finance (spend, value, cooling costs):  (5%)
· Access/equity (who gets Copilot, parity across units):  (4%)
· Harm/exclusion/bias considerations: (4%)
· Metrics/ROI (how we’ll measure benefits):  (3%)
· Accuracy/reliability checks & “checks and balances”: (2%)
· Staff appreciation tension:  (2%)


[bookmark: _Toc209618155]Thematic takeaways
· Values tension is front-and-center. Many want a clear reconciliation between AI use and UVM’s sustainability ethos (water, energy, emissions, offsets) and broader social impacts.
· One source of truth, please. People ask for coherent policy & definitions: what “AI” includes, what’s allowed (staff vs students), guardrails, disclosure norms, and how LCOM/ETS/UVMMC align.
· Data stewardship anxiety. Persistent questions on FERPA/PII/IP, where data goes in Copilot vs. external tools, and how IP in Brightspace/Teams/OneDrive is protected.
· Resourcing matters. Interest in practical enablement (time, training, licenses, role-based examples) rather than “just use it.”
· Tool strategy & partnerships. Curiosity (and some skepticism) about Copilot vs. ChatGPT/Claude, potential vendor partnerships, or a UVM-tuned LLM/chatbot.
· Jobs, integrity, and consistency. Concern about job displacement and academic integrity optics if staff use GenAI while students are restricted.
· Accountability & value. Calls for metrics/ROI, transparency on spend, and “checks & balances” to prevent misuse and validate outputs.
· Access & inclusion. Questions on equitable access (e.g., Copilot for all), virtual options for Extension/off-campus, and ensuring no one is excluded or harmed.

[bookmark: _Toc209618156]At A Glance (Charts)
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3. Please answer the following questions regarding your interest regarding Al at UVM

® NotatallInterested @ Slightly Interested Neutral ~ ® Very Interested ~ ® Extremely Interested
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4. Are you using Al in your work? (Y/N) More details

® Yes 108 4%
® No 123
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11. Please answer the following questions regarding your concerns regarding Al at UVM

®Notatall @ Slightly © Neutral ® Very concerned @ Extremely Concerned

How concerned are you generally with GenAl use at UVM
How concerned are you about the ethical implications of Al in
your work?

How concerned are you about the environmental implications of
Aluse?

How concerned are you about equity and faimess in access to Al
tools at UVM?

How concerned are you about Al replacing human judgment in
important decisions?

More details
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1. How comfortable are you using Generative Al and Large Language Models (LLMs) in the workplace within the official UVM Guide
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