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Abstract

Since the “closure debate” of the 1980s it is wiatlown that
comparative static derivatives in analytical maenodels are highly
sensitive to the closure rule selected. This legni€sians to conclude that
Keynesian closures were superior to those favoyeth® orthodoxy and
vice versalt is argued that with the advent of agent-basedhulti-agent
systems, the closure debate is superseded. Whalmeeats of both
Keynesian and neoclassical models survive the itramsto the more
synthetic environment, an agent-based approachinglies the need for
drastic simplification that was at the root of ttebate from the beginning.
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1. Introduction

The notion of closure, first framed by Sen in 196@s widely
discussed in the literature on applied generallidgiuim modeling in
the 19805 A central issue was the comparative statics gfregate
macroeconomic models, which reversed when the osuas
changed. A Keynesian model, with an independentsiment
function, usually calibrated to depend on capaatityzation, the rate
of profit or both, responded differently to, saycl@ange in the wage

" Version: January 2008. Thanks to Diane Flahertythrchnonymous reviewers of the journal for
helpful comments and suggestions.

1 See, for example, Sen (1963), Rattso (1982), Dgveatt and Michel (1987) and Robinson (2006)
for arecap. See also Taylor (1983), especialaptér 2.
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rate than did a neoclassical model in which savidg®rmined the
level of investment. This paper argues that theatéelbetween
Keynesians and neoclassicals has been effectivgdgreseded and
efforts to revive “old style” Keynesian analysis ear
counterproductivie This is not to announce a victory on the part of
the Walrasian system, but rather to argue thatdéteate has been
superseded by the rise of agent-based models, c¢engad
simulations that do not require the simplifying wsptions of the
past. The approach has its roots in the late nineteemhtury
statistical mechanics of Gibbs, Boltzmann and Mdkw®@urlauf,
1999). When coded wusing widely available softwarey b
nonprofessional programmers, these models capairly tomplex
dynamic social situations without regard to repnésive agents or
rules of thumb (Railsbaclet al, 2007). Agent-based models are
characterized by emergent properties that are exarglly possible to
anticipate using strictly analytical toblS hus the new generation of
models represent not only a break with earlier iespbut a break in
how we learn about economies and economics geyerall

The paper is organized as follows: Section 2 dsesisthe
background to the debate between Keynesians angrtip@nents of
neoclassical models. Section 3 introduces the ragknt systems
framework in the context of complexity models. t8&t4 addresses
the question of closure in simplified Keynesian amebclassical
models. Section 5 provides some examples of hawti-agent
systems produce closure endogenously. The sixthcancluding
section argues that while agent-based models incatg important
elements from both theoretical frameworks, the gibns are
substantially blurred by in the use of agent-basedels.

2. Keynes and the neoclassical critique

It is a radical thesis to say we should retire KeyrBut it may
well be time. The old debates over the nature otroeconomic
aggregates, whether they were savings- or invedtdreren, are
largely beside the point in multi-agent, dynamisistems that
incorporate learning and expectations in a natana realistic way.

Many heterodox economists still use the Keynesiadel without regard to its lack of
microfoundations. See for example Dutt (2007) afdrences cited therein.

% See, for example, Arthwet al (1997), Axtellet al (2001), Epstein and Axtell (1996)
and Wooldridge (2002).

For a general introduction, see Holland (1998) caldkbp (1994), or for a more
technical approach, see notes to Section 3 below.
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Much of the unrealistic structure of the old modedse been swept
by recent developments in agent-based models. Wisacrificed in
the modern models is the idea that representagjeats can compute
solutions to long-horizon combinatoric optimizatigmoblems that
supposedly guide their actions over the coursdaif tives. This is
not much of a loss since endowing agents with dupean
computational ability was misguided from the begwgn Many
problems, much simpler than those we commonly asstiat our
economic agents can solve, have been shown by rcesea
theoretical computer science to essentially invawmeanfinite number
of steps, which in the words of one researcher si¢ahandon all
hope of finding an efficient algorithm for the ekawolution of this
problem” (Spiliopoulos, 2007). In agent-based msdelgents do
indeed optimize but they do so in computationatipsirained ways,
involving heuristics, approximate solutions and like. They do well
when they can determine an upper bound on therelifée between
the approximate and actual solutions.

Agent-based models eliminate the over-simplificatiof the
Keynesian model without falling into the “repressie agent” trap
of the Walrasian system. Neither do they necegsassume price-
taking atomistic agents. Nor do these models sarwe particular
political ideology, since the objective is to modile economy
realistically, as it actually performs, rather tharmoduce welfare
theorems applicable only to perfectly competitiystems.

In the 1970s, the profession began to abandon thaésian
system as essentially anecdotal in its view of egefiucas and
Sargent, 1978: 277; Plosser, 1989). Although dynararsions of the
Keynesian model certainly exist, the fundamenthiework was seen
as static. But above all, the Keynesian model wassidered
unrealistic in response to a change in policy. K=yan agents were
regarded as reactive only, failing to learn abou¢ teconomic
landscape as it underwent policy-induced changecasuobjected
early on, noting that onlgelf-interestwould be invariant to policy
change (Lucas, 1976). Rational actors would adheir behavior
appropriately, sometimes leading to unanticipatednsequences of
the policy regime.

By anecdotal, the critics meant that the underlyggnts in the
Keynesian system did not conform to the princigésntertemporal
rationality. Since then, of course, experimentabneenics has
provided substantial evidence that the rational eh@l an imperfect
foundation on which to build coherent theory (Hehret al, 2004,
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Basu, 1994). This criticism does not, however, glate the need to
measure social welfare in terms of the well-beifighe individual
agents.

Ex-ante aggregation is at the core of the problem with the
Keynesian system. Since homogeneous agents do euplire
aggregation, the representative agent approaclesdthe problem by
essentially assuming it away. An economy in whicmgnpeople are
better off by some small measure, yet a few arenmwarse off, could
be judged superior unambiguously. This kind of oeasy could
justify very progressive social policy or its opfiesand with equal
ease. Without specifics as to who precisely iseattf and who is
not, analysts are left in the dark.

The Walrasian system does not req@xeanteaggregation, but
is nonetheless unrealistic in its reliance on depdly competitive
economy as well as hyperbolic assumptions aboutohneputational
capacities of its agents. If the physical analogythe Keynesian
system is the perfect gas law, the Walrasian sysseatoser to the
approach of statistical mechanics, but with pelyeelastic collisions
(Durlauf, 1999), that is, with no strategic intdrams. Its policy
implications all derive from a generalized liber@ar philosophical
outlook that denies the existence of “society” apasate from its
constitutive components. Apparent inconsistenciéh Weynesian
macroeconomic theories of effective demand werelved at a very
high level, by Sonnenshein, Mantel and Debreu (SMDOhe
resolution of the conflict over the shape of thegragate excess
demand curve was simply to abandon the macro iorfaizthe more
trustworthy microeconomic alternative.

The Walrasian system produced welfare theoremsuringg
effect, if of limited generality, but it lacked thelarity of the
Keynesian policy prescriptions. Just as the perfad law is more
useful in solving practical engineering problemsrthis the more
sophisticated statistical thermodynamic model, Kegnesian system
is still broadly embraced by policymakers worldwitie address
problems of aggregate demand and job creation.

When the Keynesian model was dominant, the neackdss
closure was considered unrealistic because ofditer@nce to Say’s
law, that supply creates its own demand. Too muuolphasis was
placed on the labor market to determine the madaitof the main

® See Debreu (1974). For an interpretation of SMDthesee Rizvi (1994).
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macroeconomic variables. Effective demand onlyes#te change the
composition of output between savings and consumputput was
determined by factors of production on the supje.s

For both camps, the critique of the opposition wasentially
that the other model was “too simple.” Each hadakd one feature
to prominence while downplaying the importance loé factor the
other held dear. The closure debate was about wiligch the most
essential feature, effective demand or rationalcghdhat isstructure
versusagency

Now with the aid of computers, the economy can be r
conceived as an evolving complex adaptive systerthowt the
attendant oversimplifications of either the Keyaesior Walrasian
systems. These models include the heterogenergefits and multi-
dimensionality of the Walrasian system while at th@me time
incorporating social and economic structures presbat largely
unexplained, in Keynesian models. Seventy yeaey difte General
Theory, it may well be time for Keynes to retireyt it will be seen
that his influence is still felt in the more reéitsmodels of the agent-
based framework.

3. Multi-agent systems

What is a multi-agent system and how does it seplers the
closure debate? Formally, the goal of a multi-ageygtem is to
characterize the joint probability distribution ftive entire stochastic
path that is compatible with the conditional prabgbdistributions
for each agent. This entails a number of attradéegures that are not
entirely obvious from the abstract definition. Agdased models
involve the interaction of a relatively large numloé data structures
(agents). These data structures interact itergtivéh an environment
in which they are located. Over time the result barchaos or order
depending upon how the capacities with which theeregeneous
agents are endowed. The resulting models are camgiaptive
systems and are now applied in a range of divesssf from physics,
molecular biology and aerospace engineering talistgs, sociology,
political science, and of course, economics.

Complexity itself may seem to be a vague notionibdiact can
be defined fairly precisely, at least computatigngMachta and
Machta, 2005). Basic computational theory holds swme problems
can be solved in polynomial time, that is in a nemdf steps that can
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be represented by a polynomial in some metric ef datd Many
interesting and common problems, the classical elanis the
traveling salesman problem, are known M complete that is,
essentially that have been proven to have no patyeidhat describes
the number of steps in their solution. One coultce forever.
Complex models are simulation models with the adeedure
that the laws that describe the behavior of a cem@ystem are
qualitatively different from those that govern utsits. In Gell-Mann’s
phrase, “surface complexity (arises) out of deeppscity.”
Emergenceis defined as an unexpected drop in complexity
where complexity has to do with the length of thgpathm required
to represent the problem, often described in teohsa stylized
computing device known as a Turing machine. Redagigorithmic
complexity (RAC) is defined as
the shortest description that a given observer giae of the
system, relative to the description tools availabl¢hat observer.
Emergence occurs when RAC abruptly drops down digraficant
amount (Dessallest al, 2007).

Phase transition is a well-known example of an gewrproperty. All
such transitions have an order parameter, whigkng on one side of
the transition and non-zero on the other. Therdeaerestrictions on
how the order parameter is defined, but it musip™fl in some
observable way. Some examples include when liqaittkwchanges to
ice at a constant temperature or in percolationnthe fractional size
of a spanning cluster reaches a critical valuenditeons may involve
continuous change of the order parameter, or nenvdome amount
of energy is required for the transition to ocauagh as a latent heat)
One way to characterize a transition is by wayhefdistribution
of the order parameter. Transitional clusters fanud the system’s
properties begin to change according t@awer-law distribution

® For example, a sorting problem mhumbers can be preformed according to the (first
order) polynomialn: More computationally complex problems correspoochigher
order polynomials.

" Phase transitions occur in materials as theéria energy progresses through the five
states of nature, i.e. solid, liquid, gas, plasma she Bose-Einstein condensate.
Crystallization of liquids at their freezing poinemgerates an unexpected drop in
complexity inasmuch as the algorithm that descrities lattice structure is more
compact than that which is required to describefiiid motion of asymmetric liquid
molecules or the random orientation of electrom g8 ferromagnetic materials cool.
The same emergence of order and symmetry applissgerconducting ceramics as
they reach a thermally induced state of near zesistance to electron flow. At a
temperature near the critical point of phase chasggtems vacillate between the states
of matter with greater frequency as the criticahpes approached.
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Most of clusters are small, but it is not unusualencounter an
enormous cluster interspersed among the far moreeraus tiny
agglomerations. Barabasi and Albert note that pdawerdistributions
come about when the underlying process, in thegse caetworks,
shows preferential attachment, and produce a géthricher” effect

Similar mechanisms could explain the origin of tmcial and

economic disparities governing competitive systebesause the

scalefree inhomogeneities are the inevitable caresere of self-
organization due to the local decisions made by ititgvidual
vertices, based on information that is biased tdwdoe more
visible (richer) vertices, irrespective of the matand origin of this

visibility (Barabasi and Albert, 1999: 512).

Whether specific agent-based models have powedlisinbutions of
any order parameter is an open question. Many raelw income
or wealth distributions that follow a power law (auf, 1996;
Gibson, 2007).

Thus, agent-based models are most suited to addoes®rder
emerges from disorder rather than simply charagteyi the
equilibrium. Barabasi also gives the example ofithage of a Ferrari
that could be rendered as the result of some maitteath simulation.
A deeper question is what processes were requoredild the Ferrari
from the beginning? If these activities can be espnted in a
computation framework that converges to the im#gen much more
has been learned (Barabasi, 2003).

The agent-based framework confers a number of ¢eat
advantages. The interaction of heterogeneous agéthtsespect to a
wide range of personality parameters is centramé&agents learn
quickly, others not; some have high consumptiongjaathers more
modest. Attitudes toward risk, education and repctidn can all vary
as well. Inter-agent communication can be errog-frer noisy.
Rationality is inherently bounded by computatiosamplexity and
agents may differ with respect to how long they\ailing to search
for solutions to combinatorial optimization problenSome agents are
more myopic than others, but all operate with infgeeirand limited
information. The approach does not bracket extegmeml but
integrates them in a fundamental way.

Not surprisingly, the artificial intelligence litature offers the
most extensive and sophisticated analysis of lagravailable. Sutton

8 The result is also known as a Pareto distributipmre colloquially, the 80/20 rule.
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and Barto, for example, provide an analysis offcggement learning
(RL) made up of four component parts. Policiesaatéons that agents
implement, roughly equivalent to methods in objemtiented
programming languages. A policy is a “mapping frpenceived states
of the environment to actions to be taken wherhase states” and is
typically stochastic. In game theory, policies assentially strategies.
The reward function is a map of the environment asdssociated
benefits or costs that may be conferred upon lagahts. The reward
function roughly orresponds to the pay-off matnxgame theory and
cannot be altered by agents directly. The valuectfan is an
aggregator of the reward function as rewards accouespecific
agents Model equations describe the dynamic environnaemnt are
used by the agents to enhance their learning.nécgssary to specify
which model is used by which agents. These rarge Bimple trial-
and-error models to sophisticated state-space dgnpgragramming,
Markov decision processes (MDPs) or stochastic nwgiticontrol
models (Sutton and Barto, 1998).

RL is distinguished from more common supervisednieg in
that agents are not told how to behave but mustdigt out on their
own. Agents can be either “greedy” or experimenfgdents who
adopt experimental strategies are more likely axieglobal optima
than those who remain in a statisficing, locallyimal state. Models
with RL can have rich and realistic trajectories.

4. Whither closure?

Sen describes a particularly simple macroeconomeounting
framework in which the number of equations is ohers of the
number of unknowns. Formally speaking the modehoabe solved,
or “closed” , until an additional equation is fouadd justified as part
of the macroeconomic system (Sen, 1963}losure then refers to
selection of parameters and variables, specificalpund the
relationship between savings and investment. Iregnksian closure,
an independent investment function is present amohgs adjusts to it

° Evolutionary models and genetic algorithms, Strispeaking, do not have value
functions. If the reward function causes the ohdiien of the agent operating a
particular policy, then the population learns, evbough the individual does not.
Agents need not even be able to sense the envirdgrimevolutionary learning.

10 Closure is related to but not the same thing agaa™in gap models, in which there are
specific targets for output and employment andeeith savings, foreign or fiscal
constraint binds (Bacha, 1990; Taylor, 1994). The igadetermined by the amount by
which the constraint would have to be shifted, Isat internal and external policy
objectives could be met.
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through changes in output. Consider a system with accounting
equations for income and savings, a consumptiorctiom and a
production function

Y=C+I
S=Y-C
C=GCy+cY
L=1IY

with the Keynesian variable list(Y; S; C; ) or income, savings,
consumption and employment. The parameter gt Co; c; I)
includes investment, autonomous consumption, thergima
propensity to consume and a labor coefficient,gespely. With four
variables and four parameters, there are sixteempamtive static
derivatives that characterize the behavior of jrstesn.

To convert the model into a neoclassical closuaeameters and
variables in equations above simply change platks. variable list
for the neoclassical closurevgY; S; C; l)while the parameter list is
now p(L; Co; c; ). The only change is thathas been upgraded to
variable status whileL is taken as a parameter representing the
constraint on production imposed by the supplyatfol. This is the
most simplified version of the notion of closure. the Keynesian
model, investment is the binding constraint; in tie@classical model
it is the supply of labor. This is a fundamentaffetence that has
served to historically distinguish the two apprasch

In sophisticated multi-agent models with realis¢iarning, there
iIs no need to specify a closure of either sort, nésyan or
neoclassical. Closure emerges as a property afrterlying design
of the agents that constitute the model. Expresi#drently, the
tension between agency and structure is resolveddyyof the very
nature of the modeling process.

How is this done? In multi-agent systems or agesed models
it is ultimately agents and their decisions that egsponsible for all
structure. Much rides, of course, on what is mdantultimately”;
but here is where the approach makes its most tapocontribution.
It is not necessary to assume a structure in wdmgeimts make choices.
The structure embodies previous choices, that isuraalated
decisions of the past. All four components of humactivity
classically identified by Aristotle, form, substa&pcintention and
accomplishment are present, but the last distinciokey. Agents
may have specific intentions, but whether theyade to accomplish
their goals in the context in which they are uraleh is altogether
another matter. The substance given to previousgothrough
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accomplishment changes the underlying processlrandycle begins
anew. The model is inherently dynamic and needguidance from
“above” in the form of a closure rule.

Is the multi-agent system framework then jast uber-choice
theoretic model? The principal reason it is not is that &genake
decisions in a social context as just noted. Ithinlge argued that this
is true in the Walrasian model as well, but heerdéhs an important
distinction. Walrasian agents are “atomistic,” amthke optimal
decisions, taking their environment as given. Tésué of whether
agents are able to solve their optimization probiemever posed. In
contrast, in agent-based models, agents are esentmputational
entities, who make decisions based in an informatlg constrained
environment using limited computational means éal rtime. So
structure is present, but it is located within timaitations of the
human agency itself. Agent-based modelers takecam@mal problem
the question of how precisely to describe “appratety rational
behaviors in operational, computational terms” (Bimur et al, 1997:
2). Since computation itself requires real timegragg must cease their
computational effort within an action frame of tmedel. Frequently,
sub-game perfect strategies, common in analyticaldels, are
therefore beyond the reach of agents (Basu, 1993.amounts to a
theoretical break with beautiful but bizarre larejse of the
orthodoxy.

5. Closure as emergence

The most stripped down example of an agent-basetkhtbat
produces emergent properties is the original Sicigelieighborhood
model (Schelling, 1971). There white liberals dedidthey are going
to either stay in the current neighborhood or mavdully rational
decision tree would take into account both theest#t the current
neighborhood as well as the expected characterist€ the
destination. In a computationally constrained wothdwever, one
might not be able to determine the latter as eamslythe former.
Agents are rational, but boundedly so, althoughmiare complex
models, their computational abilities can evolvéwi the model.

The decision rule in the Schelling model is deaagty simple:
move if a threshold of racial homogeneity of theighborhood is
reached. That is, white liberals may prefer a mirejhborhood, but
if it becomes too black, then the whites decamanmther. This is the
only decision agents make in the model: stay orenéua the end of
some 40-50 iterations, the model converges to tistreegregated
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neighborhoods: this simple agent-based model hasergeed an
emergent property, segregation, that is not passibtieduce from the
characteristics of the agents of the model.

Gibson describes a simple model, based on Scheitinghich
agents decide whether to take a job or not (Gib20d7). “Stay” is to
accept a given wage offer and “move” is to rejecthe wage offer
might vary from low, say at Starbucks or Wal-Madd,high, say an
assistant to the chief operations officer in a mattonal corporation.
Agent job satisfaction is the key decision variatigther the job
“works” for the agent, in that it covers expensewdd aadds to
accumulated wealth, or it does not.

A job can be thought of as a bundle of productioocesses
involving capital, intermediate goods and one whitabor, the agent
(Axtell, 1999). Hence, the decision the agent nmugke is whether to
operate the production process in front of herthim Gibson model,
both a unit of labor (an agent) and an amountrarice are required
in order to activate the technology of a given.deéithance is available
from wealth accumulated by agents in the past amilsiributed back
to cells according to profitability with a randonra term. Profit is
the difference between wages and output and isneduto agents in
proportion to their wealth. The wealth-capital doasit does not
imply that the system is constrained “from abovats the wealth is
product of the decisions made by individual agentsy and in the
past.

The dynamics of the model depend on the wage balgdween
agents and the cells on which the agents residks €a compute the
marginal product of labor, but agents lack suffitienformation.
Agents can compute their own reservation wage,aselife-cycle
variables, as they age, reproduce and die.

As noted, the decision variable is whether the agenatisfied
with his/her current job. Job satisfaction depemdstly upon whether
wealth is increasing or decreasing, but there &se wariables that
derive from the RL framewotk Agents must learn what the grid as a
whole has to offer in terms of consumption posgibd. Unsuccessful
agents become “stuck” in relatively low wage joliker because they
do not have the accumulated wealth to finance aemow they lack
the education and skills required to take advantafienearby
opportunities.

™ A full description is beyond the scope of this paSee Gibson (2007).
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If agents move, they must then Nash bargain overwhge
payment with the new cell. In the Nash bargain,sinlus is defined
as the difference between the marginal productabiod and the
agent’s reservation wage. The outcome of the bairggiprocess
depends on the relative impatience of the agetiteaaell. Cells know
that unless they are profitable, they will be ueatd attract capital
and will fall into disuse. Agents realize thatliiely reject the offered
wage they must move again, with all the associatests and
uncertainty. If the agent's reservation wage exsettet marginal
product, cells raise their prices to compensat@ygking inflation. As
a result, they are less able to compete for findacéheir operations
and may experience cell death.

In this simple model the economy grows with lesantHull
employment on a track that underutilizes the abéalaechnology.
There is very little that is optimal about the miostethe traditional
sense, but neither is it excessively prone to nuassnployment nor
spiraling inflation. As noted, a skewed distribatiof income is an
emergent property of this simple system. Eveneféloonomy begins
with an egalitarian wealth distribution, it will tiorate over time
and eventually follow a power-law distribution. Edted agents who
secure good jobs early and keep them for a long &nd up wealthy.
Those who move tend to run down their wealth, etytmay also
succeed in finding a better opportunity.

Is this model Keynesian or neoclassical? At filgsh, it seems
that the model is more Keynesian in that at angmimnoment there
would be unemployment as the job search proceedskdit are
certainly not the central feature, as in the nessital scheme, in that
markets in a formal institutional sense do not eerist. There is no
Walrasian auctioneer to announce prices to whieh rtfarket as a
whole can respond. Unemployment in the agent-basmd is not
different from underemployment in that agents aceleted as always
doing something, operating some process whethettipa, casual,
informal, illegal or what have you.

The model shares a basic Keynesian feature thatamm
matters. There are many processes that populatectheomic space
that could be operated, but if there is no demanthem, they are not
viable. Production processes for horseshoes are viadile, for
example, but for Ipods, they certainly are. It dats that a demand
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expansion reduces un(der)employment and causestGD&e%. The

problem is that there is no lever to pull to malemdnd expand
exogenously, no parameter in the model that contamgregate
demand. Government would have to be built in, abgyes a coalition
of agents as in Abdallah and Lesser, who show hgemts can learn
through run-time communication to form effectivendynic coalitions
by self-organization (Abdallah and Lesser, 2001\is@rs of demand
could then result from the formation of the coaliti but this is not
present in the reference agent-based model opéper.

Since the important decisions here are made in wiatld
appear to the neoclassical mind as a labor madket this mean that
agent-based models are essentially neoclassical¥edim to answer
thatquestion, consider the comparative staticshef Keynesian and
neoclassical systems. In order to compare the taogaa common
metric, we can only investigate a change in theupaters that are
shared by both. The comparative statics of anyodné€Y; S;C)can be
evaluated with respect to a change in any ong(G§; c; I): That is,
we may examine the change in output and its comqsne
consumption and savings, with respect to a changthe demand
parameters for either the goods or labor market.

Notice that a rise i, the level of autonomous consumption, or
¢, will increase all variables in the Keynesian viewut will only
increase consumption and decrease savings in tdatassical. As has
been seen, this is a direct result of the fact dogput is determined in
the labor market in the neoclassical model. Theefsodre therefore
predicting different reactions to changes in prfees. Also a rise in
the labor demand, will not affect output in the Keynesian closure,
but cause output to fall in the neoclassical.

In the simple agent-based model, an increase isucoption
demand will reduce total savings in the systemshtuld be clear that
there will be no impact in the current period ifre®agents decide to
raise their consumption levels and decrease tla@ngs. As noted,
iterative agent-based models are intrinsically dyica and thus
savings in this period must have some impact orakbhlgy to finance
production in the next peri&d Job dissatisfaction is likely to rise in

2 Underemployment is the relevant concept heregsagents can operate processes with
very little capital and that offer a wage that &dw the agent’s reservation wage.

13 1f in the Schelling model white liberals were agke buy a car at the same time they
are considering a move to a new neighborhood, Wosld certainly reduce the
probability of moving.
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the next period. Similarly a rise in labor produityi (a decrease i)
in a simple agent-based system would have no impacturrent
output, as in the Keynesian closure, but would aielt have an
impact on the following period. In neoclassical raelsd all this
savings is invested and there is an increase inctipital stock. If
investment exceeds depreciation, output rises. &&gn model
dynamics are less straightforward since if invesiintes not adjust
to match the rise in savings, output can fall. Tégbsequent
unemployment will deplete aggregate savings, resjahe savings-
investment balance. Whether investment increaseslysiepends on
profitability, expectations and the rate of capadaiilization.

How do the dynamics of the agent-based formulasiatck up
against these two canonical models? This is a brermomplicated to
visualize. In every period most agents operateqs®es and receive a
wage. The profit earned in the process is thengmbaind used to
finance the capital stock for the next round ofguction.

Nothing guarantees that the supply and demandesources
available for accumulation will match. It couldség come about that
the sum of agent wealth is greater than the surhefdemand for
financial capital by each of its cells. In a purgalrasian model, this
would not happen since the interest rate would dalil the capital
intensity of all processes would instantaneous$g.riin the agent-
based system, an excess supply is also a disequilipbut agents
cannot instantaneously react. In the next periaddyxing cells
compete for a higher level of available finance.lldwing the
Keynesian framework, they compete on the basisaditability.

Agents can refuse new finance, but they would dordg when
they have something better to do, such as retireetoirn to school,
both of which happen endogenously in the model. W4lkagents are
operating processes and there is still a surplusavings, some
savings may go underutilized. The system runs bhotumal level,
but the inability of agents to move instantaneouslymore capital
intensive processes is what is responsible, notesgiven level of
investment demand that an external observer migbard as too
low*,

4 Here the effort to approximate “rational behavior®perational, computational terms”
comes directly into play. If agents are endowechvhitgher levels of computational
capacity, then they can learn more quickly andsgrstem as a whole can perform more
rationally. It is not the institutional context, rkat failure or what have you, but rather
the characteristics of the agents themselves thatethe suboptimality.
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On the other hand, a shortage of wealth relativéhéocapital
requirements of the processes in operation camioBrtthrow some
agents out of work. This is related to but not gulie same as the
traditional problem of “insufficient aggregate dewa of the
Keynesian system. Agents can decide whether tarrétuschool or
search for work in the next period. While lookimy & better job, they
may run down their wealth, reducing the numberrotpsses that can
be financed in the next period; again this looksyveuch like a
traditional Keynesian model.

How about a shortage of effective demand? Can sganays
sell everything they produce operating the producirocesses? In
the Walrasian model, they can; sellers simply lotixir prices until
all markets clear simultaneously. In an agent-thasatext there is no
marketper se agents bargain with each other on the basis @ftwh
they have individually produced. Trading out of diQuum is
inevitable since there is nex-anteprice provided by an auctioneer.
The trades are zero-sum, however, since any neffibémat accrues
to one agent is immediately offset by a loss toather.

Can there be a general shortage of aggregate dénmvaeg] but
it shows up as a shortage of finance to activabelymtion processes
that would satisfy the individual agents, or a shge of viable
technologies. To see this, imagine that an injectd “exogenous
expenditure” takes the form of a new weapons systEm
“government”. In that case, a new blueprint woeltder the system
and the number of potentially producing cells womickease. Let the
blueprint reside in cell and consider thgh agent. If prior to the
appearance of the government contract, agenas satisfied with
his/her job, the process might not be activatecabse of local labor
shortage. But it could also easily be that ager@n now see the new
process and will move to cellin order to operate the process. To
insure that the process can be financed, governexgeinditure might
have to “jump the queue”, thereby crowding out merefitable
private processes. This possibility would have & Huwilt into the
coding of a more complete model. Demand would timetter, but
there would be no independent aggregate demandidanas in the
Keynesian model.

Multipliers can also be built into agent-based sy, but again
this might be complicated to achieve. The stanéaplanation of the
multiplier process is through inventory adjustme¥g.inventories are
depleted, firms increase their demand for good®store the desired
inventory-sales ratio. The very process by whickemtories recover
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gives rise to an increase in income, which in t@ayses inventories
to fall back by some fractional amount. For evespsorward, there
is a half-step backward as aggregate demand rfsemtually the

process converges to the new equilibrium.

In an agent-based model, the process would unfoides/hat
differently and lead to a variable multiplier. As/entories fall, agents
might well operate processes to replace them assapbto some
other process that paid a lower wage. The inventeptacement
process may, however, block the operation of everemremunerative
processes, which agents may subsequently discBirere agents are
always in the process of learning about their enooanvironment,
producing more inventories may mean the agents fivel work
satisfactory and then break off the search forrofleéivities that may
indeed be more productive.

It becomes evident that agent-based frameworksd binil
technological change in every step of the procassioted, learning
is central. Experimentation is required for ageotsliscover optimal
properties of the economic landscape and the Kéymesdjustment
process does not allow for that to occur in eatioadrame of model.
The result in the multi-agent system is a variabldtiplier based on
technological interactions built into the grid.

Evidently motifs from both closures, Keynesian and
neoclassical, easily find their way into multi-agegstems. In simple
models, such as Gibson (2007), savings and wesitesdinvestment
with a lag, as in the neoclassical model, and S#we holds in
approximate form. On the other hand, demand matercs drives
technological change through the process of legrnifihis is a first
step, of course, and more needs to be done td buiéndogenous
technological change.

As noted, the traditional Keynesian and neoclaksicadels
suppress complexity through aggregation and thetsspresentative
agents. This does not mean that complexity is dpsers simply
repressed. Agent-based models focus on heterogemaltinteraction
in complex environments. The neoclassical systendatsosavings
and lets investment follow in its path without muobmment while
the Keynesian system does the reverse. In the -bgsed system,
both aspects of the problem can be incorporatedegsare in the real
economy.
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6. Conclusion

Multi-agent systems provide an interdisciplinarypagach that
can integrate results from other disciplines such saciology,
anthropology and political science, as well as ria¢ural sciences.
These models can be made consistent with experminand game-
theoretic results. Since they do not rely on amedytresults for their
main findings, there is no need to invoke arbitrassumptions to
obtain existence or stability of equilibria. Rungiithe model reveals
whether interesting properties emerge and what dvappout of
“equilibrium” cannot be safely ignored. Indeed, migehistories
cumulate in a path-dependent way to give rise tctatistical
distribution of outcomes. How that distribution @haracterized
becomes a fundamental property of the system.

“Closure” is not something that any agent can @eec It
makes no sense to model the decision of heterogenagents as
responding to whether it is the supply of labor tbe level of
investment that is given to the system as a whiwleold-school
macromodels, closure determined the basic charattee model, its
comparative statics and associated dynamics. In aent-based
framework, the character of the model is not impoem outside,
but rather arises from within the equations of wtf the individual
agents (Gattet al, 2008).

Is it time to retire Keynes? In some fundamentalssethe
answer is yes. A new generation of models reprssettonly a break
with earlier theories but a break in how we ledsowt economies and
economics generally. Old-style Keynesian or nesatat economics
that ignore advances in computational theory andctme is
astronomy without telescopes. The closure debatev dis energy
from the fact that both models were fundamentaladequate. Agent-
based models represent a step forward in repaiddfieiencies in
each and in the process generating a new way dyisty rather than
assuming fundamental macroeconomic relationships.
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Ozet

Iktisadi birim temelli analiz gdaminda Keynesgil ve neoklasik
kapanglar Gizerine

1980'li yillarin "kapany' tartismalarindan bu yana, analitk makro-modellerdeki
karsilastirmali-statik turetmelerin secilen kapgkuralina ¢ok duyarh oldiu bilinmektedir. Bu
tartismalar Keynescileri Keynesgil kapalarin  ortodoks iktisat akimlari tarafindan
benimsenenlere Ustin ofglu yargisina gotirmil kal goriste olanlar da bunun aksini
savunmglardir. Bu makalede iktisadi birim temelli, ya daokebirimli sistemlerin
gelistiriimesinden sonra, kapartartsmasinin artik @ldig ileri surtlmektedir. Hem Keynesgi,
hem de neoklasik modellerin bazgeberi, daha "sentetik" sayilabilecek yeni bir ekailo
ortama gegie ayakta kalabilngiise de, iktisadi birim temelli bir yalkdan, balangictan beri
tartismanin 6ziinde yatan bir ihtiyaci (yangjrabasitlgtirmelere bavurma ihtiyacini) ortadan
kaldirmstir.

Anahtar kelimeler iktisadi birim temelli modeller, gok-birimli sistemn, makroekonomik
kapans.

JEL siniflandirmasiC15, D58, E10, E27.



