
MATH 124 Linear Algebra Homework 7 Solutions Puck Rombach

Exercise 1

Show that for an n × p matrix A and a p ×m matrix B, that if the im(B) = ker(A), then
im(AB) = {~0}.

. . . . . . . . .

Solution. We have that

im(AB) = {AB~v | ~v ∈ Rn}
= {A~w | ~w ∈ im(B)}
= {A~w | ~w ∈ ker(A)}
= {~0}.

Exercise 2

Suppose that V is a subspace of Rn. Prove that any linear transformation T : V → V can be
extended to a linear transformation S : Rn → Rn. In other words, prove that for any such
T (~v) there exists an S(~x) (defined for all ~x ∈ Rn) such that S(~v) = T (~v) for all ~v ∈ V .

. . . . . . . . .

Solution. We have seen that we can define any linear map in terms of what it does to a
basis of the domain. So, if 〈~β1, . . . , ~βp〉 is a basis for V (dimV = p), then the linear map is

determined by T (~β1), . . . , T (~βp), since any ~v ∈ V can be written as a1~β1 + · · ·+ap~βp and this
gives

T (~v) = T (a1~β1 + · · ·+ ap~βp) = a1T (~β1) + · · ·+ apT (~βp).

Now, we can extend the basis 〈~β1, . . . , ~βp〉 to a basis 〈~β1, . . . , ~βp, ~βp+1, . . . , ~βn〉 of Rn. Then,
we can let S be a linear transformation of Rn defined by

S(~β1) = T (~β1)

...

S(~βp) = T (~βp)

S(~βp+1) = ~0

...

S(~βn) = ~0.

This gives, for any ~v ∈ V ,

S(~v) = S(a1~β1 + · · ·+ ap~βp) = a1S(~β1) + · · ·+ apS(~βp) = a1T (~β1) + · · ·+ apT (~βp) = T (~v).

Note that the choice above for S(~βp+1), . . . , S(~βn) was arbitrary: anything works.


