Block models of crustal motion in southern California constrained by GPS measurements

Brendan J. Meade and Bradford H. Hager

Department of Earth, Atmospheric and Planetary Sciences, Massachusetts Institute of Technology, Cambridge, Massachusetts, USA

Received 3 June 2004; revised 19 December 2004; accepted 3 January 2005; published 16 March 2005.

[1] We estimate slip rates on major active faults in southern California using a block model constrained by Global Positioning System measurements of interseismic deformation. The block model includes the effects of block rotation and elastic strain accumulation consistent with a simple model of the earthquake cycle. Our estimates of the right-lateral strike-slip rate on the San Andreas fault vary by at least a factor of 5, from a high of 35.9 ± 0.5 mm/yr in the Carrizo Plain to a low of 5.1 ± 1.5 mm/yr through the San Bernardino segment. Shortening across the Puente Hills Thrust and left-lateral slip on the Raymond Hill fault are consistent with both thickening and escape tectonics in the Los Angeles Basin. Discrepancies between geodetic and geologic slip rate estimates along the San Andreas and San Jacinto faults, as well as in the Eastern California Shear Zone, may be explained by a temporal change in fault system behavior. We find no substantial evidence for long-term postseismic relaxation and infer that the viscosity of the lower crust/upper mantle may be relatively high (τ > 10¹⁹ Pa s).


1. Introduction

[2] The southern California fault system (SCFS) lies at the boundary between the Pacific and North American Plates. At the latitude of the Carrizo plain, approximately 70% of the total relative plate motion (~50 mm/yr) [e.g., DeMets et al., 1990; DeMets and Dixon, 1999] is localized as right-lateral slip on the San Andreas fault (SAF) [e.g., Sieh and Jahns, 1984; Minster and Jordan, 1987; Argus and Gordon, 2001]. Other subparallel structures, including the San Jacinto fault (SJF) and the Eastern California Shear Zone (ECSZ), intersect with the SAF and accommodate 10–15 mm/yr of right-lateral motion [e.g., Sharp, 1981; Sauber et al., 1994; McClusky et al., 2001; Savage et al., 2001]. Faults that are nearly orthogonal to the relative plate motion vector tend to exhibit left-lateral dip-slip faulting. The geologic record provides evidence for left-lateral motion along the Garlock [e.g., McGill and Sieh, 1993; McGill and Rockwell, 1998], Pinto Mountain [Jennings, 1994; Petersen and Wesnousky, 1994], and Raymond Hill faults [Weaver and Dolan, 2000]. Southwest of the SAF, the San Gabriel range front and Ventura Basin are defined by active thrust faults.

[3] Earthquake focal mechanisms show a similar variation in orientation and sense of slip (Figure 1). The 1857 Ft. Tejon, 1872 Owens Valley, and 1992 Landers earthquakes are consistent with right-lateral rupture along the SAF and subparallel structures in the ECSZ [e.g., Ellsworth, 1990; Stein and Hanks, 1998; Y. Y. Kagan, Southern California earthquakes: Extended sources, available at http://scec.ess.ucla.edu/%7eykagan/relm_index.html, University of California, Los Angeles, 2004, hereinafter referred to as Kagan, Southern California Earthquakes: Extended sources, 2004]. Other focal mechanisms from the instrumental era show significant thrust components (e.g., Kern County, 1952, Northridge, 1994) associated with compression across the Big Bend of the SAF and shortening in the Ventura Basin. The earthquake focal mechanisms complement the geologic slip rate data and highlight the diversity of faulting styles in the SCFS.

[4] There has been great interest in determining the distribution of present day deformation in southern California to develop kinematic models of regional tectonics, to constrain the rheology of the lithosphere, and to provide an estimate of where strain is accumulating most rapidly and, thus, where earthquakes will most likely occur. At the regional scale, Bird and Rosenstock [1984] developed a hand-fit block model in an effort to combine geologically estimated slip rates in a kinematically consistent manner. Weldon and Humphreys [1986] carried out a related study, summing the slip rates from a select group of faults and looking for deviations from a path integral constraint to assess slip rate compatibility. Minster and Jordan [1987] quantified the “San Andreas deficit” using an early plate motion model and path integral constraints.

[5] With the development of dense, high precision geodetic networks in the 1970s, it became clear that the effects of interseismic strain accumulation were significant and that
fault slip rates and locking depths could be estimated directly from geodetic data [e.g., Savage and Burford, 1973]. Using trilateration data, Cheng et al. [1987] developed a block model of the northern Transverse Ranges and found a relatively low slip rate on the SAF. Saucier and Humphreys [1993] combined geologic slip rate estimates with VLBI-determined velocities to estimate the horizontal velocity field using a thin elastic sheet finite element model. Feigl et al. [1993] used an a priori deep-slip dislocation model that included the San Andreas, San Jacinto, Elsinore, and Garlock faults in an attempt to explain early GPS observations. Bird and Kong [1994] updated the block geometry presented by Bird and Rosenstock [1984] and developed a model that minimized the difference between strains from a thin elastic sheet finite element model and the strains estimated from EDM and VLBI data. A block model approach was used by Souter [1998] to assess the compatibility of geologically determined fault slip rates with each other and with observed GPS velocities. Both Wdowinski et al. [2001] and Smith and Sandwell [2003] used regional scale geodetic data to model the deformation associated with the SAF. Becker et al. [2005] used a block model to estimate fault slip rates and assess the compatibility of interseismic GPS observations and focal mechanism orientations in southern California.

Geodetic data have also been used to resolve slip rates on a more local scale. Johnson et al. [1994] and Bennett et al. [1996] estimated the strike-slip rate on the southern SAF near the Salton Sea. Savage and Lisowski [1998] used a two-dimensional viscoelastic model to estimate not only the slip rate, but also the time within the earthquake cycle, for the Mojave segment of the SAF. The central SAF was studied by Argus and Gordon [2001], who attempted to resolve the fault-normal and fault-parallel components of motion. Segall [2002] used a Bayesian framework to combine geologic and geodetic data to estimate the slip rate, locking depth, and recurrence intervals for the Carrizo segment of the SAF.

The ECSZ lies to the east of the SAF and accommodates approximately 25% of the relative motion between the Pacific and North American plates. Sauber et al. [1986, 1994] and Savage et al. [1990] found high strain rates in the southern ECSZ (Mojave Desert), a substantial step toward resolving the San Andreas deficit problem [e.g., Minster and Jordan, 1987]. More recently, Savage et al. [2001] and Peltzer et al. [2001] developed revised estimates of the slip distribution in the Mojave Desert. The ECSZ north of the Garlock fault has also attracted considerable attention, as numerous studies have attempted to estimate the partitioning of slip across the Owens Valley, Panamint Valley, and Death Valley fault zones [e.g., Bennett et al., 1997; Hearn and Humphreys, 1998; Dixon et al., 2000; Gan et al., 2000; McClusky et al., 2001; Miller et al., 2001; Dixon et al., 2003].

Geodetic observations of interseismic deformation have also been used to estimate shortening rates in southern California. Feigl et al. [1990] estimated the shortening rate across the Santa Maria fold and thrust belt, and Walls et al. [1998] carried out a similar study of escape tectonics in the Los Angeles Basin. Neither of these studies accounted for the effects of interseismic strain accumulation. Donnellan et al. [1993a, 1993b] and Hager et al. [1999] used two-dimensional models to estimate shortening rates and quantify seismic hazard across the Ventura Basin. Shen et al. [1996] presented geodetic data for the greater Los Angeles area and the Transverse Ranges. For the Los Angeles Basin,
both Argus et al. [1999] and Bawden et al. [2001] reached substantially different conclusions than did Walls et al. [1998] by including a priori models for the strain accumulation associated with the SAF.

With the availability of regional-scale GPS-determined interseismic velocity fields, we can now model the distribution of deformation across the entire SCFS with greater precision. We use a block model approach that establishes a framework for combining geologic and geodetic data into a model that includes the effects of block rotation and interseismic strain accumulation. The block model formulation implicitly enforces a path integral constraint that ensures that the relative plate motion is accommodated everywhere along the length of the plate boundary zone. By estimating slip rates of all faults simultaneously, we arrive at a slip model for southern California that is free of many of the a priori assumptions that have been necessary in previous studies [e.g., Feigl et al., 1993; Argus et al., 1999; Bawden et al., 2001].

2. Relative Deformation Due to Small and Large Earthquakes

During the 5–15 years during which GPS observations have been used to estimate interseismic velocities in southern California, thousands of earthquakes have occurred. The displacements from the \( M_W = 7.3 \) Landers (1992), \( M_W = 6.7 \) Northridge (1994), and \( M_W = 7.1 \) Hector Mine (1999) earthquakes have been studied extensively [e.g., Hudnut et al., 1994, 1996; Kaverina et al., 2002]. Slip models for each of these events have been used to correct GPS time series for the effects of coseismic deformation on interseismic velocity estimates (e.g., Z.-K. Shen et al., The SCEC Crustal Motion Map, Version 3.0, available at http://epicenter.usc.edu/cmm3/, University of Southern California, Los Angeles, 2003, hereinafter referred to as Shen et al., crustal motion map, 2003). However, the displacements and moment release from smaller earthquakes have not been accounted for quantitatively. We demonstrate that, except for the effects of a few large earthquakes, most surface deformation is quantitatively. We demonstrate that, except for the effects of coseismic strain release (due to small earthquakes) and interseismic strain accumulation. We can compare the moment release due to small events (present in the geodetically observed velocity field) with the moment accumulation expected for larger events. All of the earthquakes less than or equal to \( M_W \) account for the fraction of total moment release given by

\[
\lambda(M_W, M_{W_{\text{max}}}) = \frac{\Delta(M_W)}{\Delta(M_{W_{\text{max}}}) - \Delta(M_W)}. \tag{3}
\]

We can compare the moment release due to small events (present in the geodetically observed velocity field) with the moment accumulation expected for larger events. All of the earthquakes less than or equal to \( M_W \) account for the fraction of total moment release given by

\[
\lambda(M_W, M_{W_{\text{max}}}) = \frac{\Delta(M_W)}{\Delta(M_{W_{\text{max}}}) - \Delta(M_W)}. \tag{3}
\]

Where \( M_{W_{\text{max}}} \) is the moment magnitude of the largest event. For southern California, we take the maximum size of an earthquake to be approximately the same size as the 1857 Ft. Tejon event \( (M_{W_{\text{max}}} = 8.0) \) [Sieh, 1978]. Thus all of the earthquakes up to \( M_W = 5.0 \), account for 3% \((\lambda (5.0, 8.0) = 0.03)\) of the total moment release and the displacements due to small earthquakes \((M_W \leq 5.0)\) are significantly smaller than the displacements associated with interseismic strain accumulation. Ward [1998] reached a similar conclusion.

3. Simple Models of the Earthquake Cycle

A classic model for the upper crust and lower crust/upper mantle which captures the most fundamental rheological variations consists of two layers: a seismogenic elastic layer underlain by a Maxwell viscoelastic layer. This model has been used to study the time-dependent behavior of interseismic deformation. Nur and Mavko [1974] developed an approximate analytic solution for a dip-slip fault in order to model postseismic relaxation in Japan. Savage and Prescott [1978] developed an analytic model for periodic earthquakes on an infinitely long, vertical, strike-slip fault and Savage [2000] restated the solution in a more concise form. Recently, Savage and Lisowski [1998], Segall [2002], and Dixon et al. [2003] applied this model to interpret measurements of interseismic deformation in southern California.

In a layered viscoelastic model, interseismic velocities depend on the material properties and the time elapsed since the last earthquake. The parameter that governs the time evolution is \( \tau_0 = \mu T \tau_1 = T \tau_M \), where \( \mu \) is the shear modulus, \( T \) is the length of the earthquake cycle (recurrence interval), \( \tau_1 \) is the dynamic viscosity of the viscoelastic layer, and \( \tau_M \) is the Maxwell time. Although the explicit description of the time dependence is rather complicated [e.g., Savage, 2000], it is straightforward to characterize the variability of surface velocities on the basis of the parameter \( \tau_0 \). For \( \tau_0 > 1 \), there are significant variations in the fault-parallel velocity profile through the seismic cycle (Figure 2). Velocities immediately following an earthquake are relatively fast and velocities late in the earthquake cycle are slow compared with the average velocity. The time dependent profiles nearly collapse onto the average profiles approximately 40% of the way through an earthquake cycle for values of \( \tau_0 \) between 1 and 20.

Large values of \( \tau_0 \) may be due to either long repeat times or low viscosities. Conversely, for short repeat times \((T < 300 \text{ years})\) and large viscosities \((\tau_1 > 3 \times 10^{20})\), \( \tau_0 \) is small \((\tau_0 < 0.5)\). In this case there are negligible variations through the seismic cycle. The high viscosity limit is identical to the steady state expectation from a purely elastic model. Savage and Burford [1973] proposed a steady state interseismic deformation model for an infinitely long vertical strike-slip fault in a homogeneous elastic half-space. In
We extend and generalize this formulation to allow for the effects of block rotation on a sphere, dipping faults, finite length faults, and multiple blocks. For the two-dimensional case, the total block displacement over an earthquake cycle of length $T$ is defined as the sum of the time-integrated interseismic velocity, $T\mathbf{v}_I$, and coseismic deformation contributions (Figure 3),

$$T\mathbf{v}_b = T\mathbf{v}_I(\bar{x}_S) + \int \mathbf{f}(\bar{d}, \bar{x}_S, \bar{x}_F) \, \mathrm{d}T,$$

where $\bar{d}$ is the coseismic slip vector, $\bar{x}_S$ specifies geodetic station coordinates, and $\bar{x}_F$ represents the fault geometry. For an infinitely long strike-slip fault, the coseismic term is given by an arc tangent function that depends on the distance from the fault and the elastic locking depth (Figure 3). If we divide equation (4) by $T$ and assume that $\mathbf{f}$ is linear in $\bar{d}$ (i.e., linear elasticity), then we can pull the earthquake displacement out of the function $\mathbf{f}$. We can then write interseismic velocity as the difference between the block velocity and the yearly coseismic slip deficit (CSD) velocity,

$$\mathbf{v}_I = \mathbf{v}_b(\bar{x}_S) - \mathbf{v}_{CSD}(\bar{x}_S, \bar{x}_F).$$

[18] Several studies have extended this argument from a single infinitely long fault to multiple finite faults in a planar formulation [e.g., Matsuda and Jackson, 1986; McCaffrey, 1996; Souter, 1998]. We move to a spherical framework, where we can directly estimate rotation vectors $\mathbf{\Omega} = (\Omega_\alpha, \Omega_\beta, \Omega_\gamma)$ for each block. Murray and Segall [2001] used a similar approach, ignoring fault-normal motion, for northern California and the Basin and Range province.

[19] We can write both $\mathbf{v}_b$ and $\mathbf{v}_{CSD}$ in terms of rotation vectors $\mathbf{\Omega}$. The block motion contribution to the interseismic velocity field is given by a rotation about an Euler pole

$$\mathbf{v}_b(\bar{x}_S) = \mathbf{R}_b(\bar{x}_S) \mathbf{\Omega},$$

Figure 3. Fault-parallel velocity profiles across an infinitely long two-dimensional strike-slip fault, after Savage and Burford [1973]. The solid, dashed, and gray curves are the interseismic, coseismic, and interseismic velocity profiles. The vertical line is the fault trace. The block velocity is equal to the sum of the coseismic (slip deficit) and interseismic velocities. This is the simple case where the blocks on either side of the fault are translating past each other with only strike-slip motion on the fault.

4. Block Modeling

[17] We divide southern California into blocks bounded by faults. To relate block motions and fault slip rates to geodetic observations of interseismic deformation, we start with the approach described by Savage and Burford [1973].
where \( \mathbf{R}_b(\mathbf{x}_S) \) is a linear cross product operator that is a function of station coordinates, \( \mathbf{x}_S \), in Cartesian coordinates. One of the advantages of the block motion formulation over the traditional deep-slip model is that the effects of block rotations on the interseismic velocity field can be included (equations (5), (6)). This effect may significantly modify the classical arctangent profile such that the total far field velocity could be less than the fault slip rate [e.g., Meade et al., 2002].

[20] To calculate the elastic (or coseismic slip deficit) contribution to the velocity field, we use Okada’s [1985] solutions for the surface deformation due to an arbitrarily inclined dislocation in a homogeneous elastic half-space. In order to use these formulas, we must project the fault geometry and station positions from spherical to planar geometry. While the spatial distortion due to a reasonable conformal projection over an area the size of southern California is <1%, the prospect of incorporating far-field velocities (e.g., plate interiors) motivated us to take a different approach to the “flattening” problem. It is important to model the elastic deformation accurately in the immediate vicinity of each fault, where the velocity gradients due to interseismic strain accumulation are largest. To accomplish this, we use a local projection for each fault segment, compute the elastic deformation rate, and rotate the velocities back into an east, north, up coordinate system. A locally tangent oblique Mercator projection allows us to flatten the spherical geometry in such a way that the trace of a fault segment is approximated as a great circle path between its two endpoints. Combining these transformations, we can write the slip deficit velocity as

\[
\mathbf{\ddot{v}}_{SD} = \mathbf{R}_{X\rightarrow E}(\mathbf{x}_S) \mathbf{R}_F(\mathbf{x}_S, \mathbf{x}_F) \mathbf{R}_O(\mathbf{x}_S, \mathbf{x}_F) \mathbf{x},
\]

where \( \mathbf{R}_{X\rightarrow E} \) transforms XYZ velocities to an ENU (east, north, up) coordinate system, \( \mathbf{R}_F \) projects the station and fault positions into planar space from their spherical coordinates, and \( \mathbf{R}_O \) contains the partial derivatives of Okada’s [1985] elastic Green’s functions with respect to slip rate. The fault slip rates are linearly related to the rotation vectors by,

\[
\mathbf{\ddot{v}} = \mathbf{R}_F(\mathbf{x}_F) \mathbf{R}_{\Delta \mathbf{v}}(\mathbf{x}_F) \mathbf{\ddot{\Omega}},
\]

where \( \mathbf{R}_{\Delta \mathbf{v}} \) projects the rotation vectors into a relative velocity at the fault midpoint. Thus, for a given set of rotation vectors, \( \mathbf{R}_{\Delta \mathbf{v}} \mathbf{\ddot{\Omega}} \) gives the two components of the relative velocity vector \( \mathbf{\ddot{v}} = (\mathbf{\ddot{v}}_{\|}, \mathbf{\ddot{v}}_{\perp}) \). \( \mathbf{R}_F \) is a linear operator that projects the relative velocity onto the fault plane. By substituting equation (8) into equation (7), fault slip rates can be written as a function of a set of rotation vectors. Because the fault slip rates are functions of the rotation vectors, they are not free to vary independently, and the block geometry provides kinematic constraints on how slip rates covary. Thus, relative to a method where the slip rates are independent of each other [e.g., Hubert-Ferrari et al., 2000], the block model approach reduces the covariance between locking depth and slip rate by reducing the number of correlated model parameters, as there are far fewer blocks than fault segments.

[21] While a dislocation can have three components of slip (strike, dip, and tensile, alternatively \( s_x, s_y \), and \( s_z \), we only allow two components of slip for each fault. The strike-slip component is equal to the projection of the relative velocity vector along the fault azimuth. Vertical faults have a tensile-slip component equal to the convergence rate. The horizontal displacement field generated by a vertical tensile dislocation is similar to the horizontal displacement field generated by a pair of conjugate thrust faults [Souter, 1998]. In our model, the tensile component of deformation is a coarse parameterization of compression and extensional structures adjacent to predominantly strike-slip boundaries. Faults with dips other than 90° have no tensile-slip but, instead, have a dip-slip component. For a given convergence rate, the dip-slip rate on a nonvertical fault increases with dip. The relationship between the fault-normal components of the relative block velocity vector to the nonstrike-slip rates is

\[
\Delta v_{\perp} = \begin{cases} \frac{s_x}{\cos \delta} & \text{if } \delta = 90° \\ s_x \cos \delta & \text{if } \delta \neq 90° \end{cases}
\]

As the fault slip rates are projections of relative block motion vectors, the fault slip rates are internally consistent, and the surface velocity field implicitly satisfies a velocity path integral constraint on both geodetic and geologic timescales. That is, the relative motion between any two points does not depend on the path between them. This constraint is an implicit feature of the block model and ensures that we generate internally consistent slip rate estimates.

[22] We substitute equations (6), (7), and (8) into (5) to write the interseismic velocities in terms of a single multiplication, \( \mathbf{\ddot{v}}_I = (\mathbf{R}_B - \mathbf{R}_C) \mathbf{\ddot{\Omega}} \), where \( \mathbf{R}_C \) is a combination of the matrices in equations (7) and (8). While our study is primarily concerned with inverting geodetic data for block motions, the method presented above also affords the possibility to include both a priori slip rate and plate motion estimates into the same inversion. The system of equations defining the forward problem can be written as:

\[
\begin{bmatrix} \mathbf{\ddot{v}}_I \\ \mathbf{\ddot{\Omega}} \end{bmatrix} = \begin{bmatrix} \mathbf{R}_B - \mathbf{R}_C \\ \mathbf{R}_R \mathbf{R}_{\Delta \mathbf{v}} \end{bmatrix} \mathbf{\ddot{\Omega}},
\]

where \( \mathbf{I} \) is the identity matrix. In general, we are interested in the inverse problem where we have to estimate \( \mathbf{\ddot{\Omega}} \) from observations. If we write equation (10) as \( \mathbf{d} = \mathbf{R} \mathbf{\ddot{\Omega}} \) (where \( \mathbf{d} \) represents the data and \( \mathbf{R} \) the Jacobians) then we can estimate a set of rotation vectors by minimization of the sum of weighted least squares

\[
\mathbf{\ddot{\Omega}}_{\text{est}} = (\mathbf{R}^T \mathbf{W} \mathbf{R})^{-1} \mathbf{R}^T \mathbf{W} \mathbf{d},
\]

where \( \mathbf{W} \) is the combined weighting matrix. This matrix contains the weights for each of the data sets (observed velocities, slip rates, a priori block motions),

\[
\mathbf{W} = \begin{pmatrix} \beta_w \mathbf{W}_G & 0 & 0 \\ 0 & \beta_v \mathbf{W}_x & 0 \\ 0 & 0 & \beta_v \mathbf{W}_t \end{pmatrix},
\]

where each of the \( \mathbf{W} \)’s on the right hand side of equation (12) is the inverse of the covariance matrix associated with
each data set. We treat covariance matrices as diagonal. Each of the \( b \)'s in equation (12) is a coefficient that sets the relative weights for each data set. These parameters are useful when there is an imbalance between the number of equations representing geodetic data and the number of a priori slip rate estimates. We estimate the slip rates, \( x_{\text{est}} \), by substituting \( \Omega_{\text{est}} \) into equation (8). Formal slip rate uncertainties are calculated by propagating the estimated rotation vector uncertainties through equation (8). The Euler pole location and rotation rate uncertainties are calculated by Monte Carlo propagation so that we do not have to linearize the conversion from rotation vector to Euler pole space.

We can also include a priori plate motion or slip rate estimates in the inversion. This provides us with a consistent framework for performing joint inversions of geologic and geodetic data. While we focus on the geodetic data in this paper, we have used some constraints to eliminate “checkerboard” deformation. This behavior consists of an alternating pattern of large amounts of convergence and divergence along what are thought to be predominantly strike-slip faults. While the magnitude of normal motion may be large on any one of these faults, the sum across the fault system is small. We find that “checkerboarding” occurs along the faults bounding a series of long, thin blocks, such as those south of Los Angeles and in the Eastern California Shear Zone. To minimize this artifact of the inversion, we have added several constraints that limit the normal motion on faults that otherwise show “checkerboard” behavior.

5. Geodetic Data

The southern California Earthquake Center Crustal Motion Map 3.0 (SCEC CMM 3.0; Shen et al., crustal motion map, 2003) provides the current consensus estimate of horizontal interseismic velocities at the regional scale in southern California. Most of the data are survey-mode GPS, with some of the older stations having time series that span nearly ten years. During the period of GPS observations, there have been three large earthquakes in southern California: the \( M_W = 7.3 \) Landers earthquake (1992) in the southern Mojave Desert; the \( M_W = 6.7 \) Northridge (1994) event on the southern edge of the Ventura Basin; and the \( M_W = 7.1 \) Hector Mine (1999) earthquake, which ruptured about 40 km to the east-northeast of the Landers epicenter. Coseismic and postseismic deformation from these earthquakes has made it difficult to evaluate some of the longer time series for interseismic deformation. The SCEC CMM 3.0 includes coseismic displacement models to correct time series for earthquake deformation. It also attempts to remove postseismic deformation by eliminating 1.5 years of data following Landers and Hector Mine events, although additional long-term relaxation effects may still be present in the geodetic data. We discuss this possibility later in the context of the block model results.

The SCEC CMM 3.0 contains estimated velocities for 840 stations with observations through 2001. We combined this data set with three others by solving for the set of rotation vectors that would best align the velocities at common stations independent of the block model. To ensure that we model the Pacific plate motion adequately, we combined the SCEC velocities with the far-field velocities reported by Steblsov et al. [2003]. We added four stations from the BARD network that lie on the northern extension of the Sierra Block (UCD1, SUTB, QUIN, and ORVB [Murray and Segall, 2001]). These sites were required to produce a robust estimate of the Sierra Block motion, and, thus, the central San Andreas fault slip rate. To increase data coverage in the ECSZ, we used an update of the station velocities reported by McClusky et al. [2001] (S. McClusky, personal communication, 2004). McClusky et al.’s [2001] analysis (including longer time series) yields smaller uncertainties than most of the campaign-mode data in the SCEC CMM 3.0 velocity field. To minimize potential bias due to different weighting schemes in the data processing, we increased the McClusky et al. [2001] uncertainty estimates by ~0.4 mm/yr so that the median uncertainty was the same as that in the SCEC CMM 3.0. For the small number of far field stations (Pacific plate, northern California), we use the reported velocity uncertainty estimates.

We reduced the number of stations used in the inversion based on different quality criteria. First, we eliminated all velocities with east or north velocity uncertainties larger than 1.5 mm/yr. These stations tend to clutter the residual velocity field and, therefore, contribute minimally to constraining block motions due to large uncertainties. For some stations near the 1992 Landers and 1999 Hector Mine rupture zones, postseismic deformation is evident for at least two years after these events [Pollitz et al., 2000]; such sites were eliminated. We chose not to use the EDM velocities in the SCEC CMM 3.0 field because the network tie relationships were not clear. Preliminary models showed residual velocities at EDM stations with coherent patterns relative to nearby GPS sites. These may be related to network tie problems (not accounted for by our assumed diagonal covariance matrix) that are easy to confuse with block motions. VLBI sites tend to have small formal uncertainties, but their velocities often depart significantly from collocated GPS stations. Because this systematic difference is not understood we chose to eliminate all VLBI sites in favor of a uniform GPS data set. Some velocity estimates are also affected by noncoherent signals, such as subsidence related to anthropogenic activity [e.g., Bawden et al., 2001]. Stations in the immediate vicinity of Parkfield were eliminated as the fault at the junction of the locked and creeping sections of the SAF is partially creeping [e.g., Murray et al., 2001], whereas we assume that a fault is either fully locked or creeping. We also eliminated stations in regions that were outside of our study area, such as those in the San Francisco area and the Basin and Range province. In the ECSZ, we eliminated stations near the COSO geothermal field near the Airport Lake fault because of substantial motions associated with production. We also eliminated stations that are thought to have local site effects (AGUE, 0501). The last step in reducing the velocity field was an iterative elimination of outliers with residual velocities that tended to dominate the minimization criteria (i.e., contribute more than 5%). This involved examining the residual velocities from the block model and identifying stations that were anomalous compared to their neighbors. Most of these stations are along the southern SAF between the Salton Sea and the Cerro Prieto fault. After this procedure, our combined velocity field has 439 stations with a mean uncertainty magnitude of 1.45 mm/yr.
Figure 4 shows our combined interseismic velocity field in a southern California reference frame defined to have an average velocity of zero. Stations on the North American plate move toward the southeast, while those on the Pacific plate move toward the northwest at about half of the relative plate velocity. The observed velocities do not jump abruptly across the SAF, but instead vary smoothly (Figures 4 and 5). The gradual transitions across the fault zones are similar to the simple interseismic velocity model shown in Figure 3. Note that while each of the profiles shows approximately the same total velocity change (~42 mm/yr) from the Pacific to the North American plates, the gradients are quite different. In the northern profile, the fault-parallel velocity drops by about ~30 mm/yr across the SAF. Through the San Joaquin Valley, the velocity gradient flattens out before distributing ~12 mm/yr across the ECSZ. In contrast, the southern profile shows no intermediate flattening and the total velocity drop occurs across a distance that is about 50% that in the northern profile. This reflects the difference in the fault system geometry from north to south. The flat portion of the northern profile reflects the relative stability of the ~200 km wide Sierra Block, with the actively deforming central SAF to the west and ECSZ to the east. In contrast, the southern profile shows that approximately 80% of the relative plate motion is accommodated across the SAF and SJF, separated by only ~40 km.

6. Southern California Block Geometry

The large number of active faults in southern California led us to develop a relatively complex block model compared to the other regions that we have studied, the Tien Shan in Central Asia [Meade and Hager, 2001] and
We adopted a model with 24 blocks (Figure 6). These blocks range in size from plate scale (e.g., Pacific and North American blocks) to structure scale (Ventura Basin block, Figure 7). The block boundaries coarsely represent structures that are more complicated in the real world. These idealizations are most evident in the Los Angeles and Ventura basins, where we have simplified the complex system of dipping faults to create simply connected block boundaries (Figure 7). We are unable to separate the compound effects of faults that are very close to each other (e.g., San Jose and Sierra Madre fault zones near the San Gabriel range front). However, St. Venant's principle [e.g., Malvern, 1969] assures that the elastic effects away from the fault zone are not sensitive to the details of the locked geometry. For this reason, the block boundaries used here are smoother than the corresponding faults on the Jennings [1994] map.

We arrived at this preferred model by an iterative procedure, starting with the Jennings [1994] fault map and the work of previous authors [Bird and Rosenstock, 1984; Bird and Kong, 1994; Bennett et al., 1996; Souter, 1998]. We modified the block model boundaries to minimize the residual velocities and conform to some of our geologic/tectonic prejudices. This allowed us to develop a model that is compatible with much of the mapped SCFS geometry and the North Anatolian fault zone [Meade et al., 2002].

Figure 6. Topography (GTOPO30), fault traces (thin black lines [Jennings, 1994]) and model block boundaries (thick lines) in and around southern California. The map projection allows the San Andreas fault to be horizontal outside of the Big Bend. North is toward the top left corner. The 24 blocks in our preferred model are labeled (rectangles): Baja (BA), Blackwater (BB), Big Pine (BP), Coastal Islands (CI), Coastal Ranges (CR), Death Valley (DV), Elsinore (EL), Eastern Mojave (EM), Helendale (HB), Kern County (KC), Los Angeles (LA), Mojave (MJ), North America (NA), Oakridge (OB), Owens Valley (OV), Nevada (NV), Pacific (PA), Palos Verdes (PV), San Bernardino (SB), San Diego (SD), San Gabriel (SG), Salton (SL), Sierra Nevada (SN), Ventura Basin (VB). Selected fault names are labeled directly on the fault. Circled numbers refer to the following faults: Cucamonga (1), Sierra Madre (2), Raymond Hill (3), Hollywood Hills (4), Santa Monica Mountains (5), Chino (6), Puente Hills (7), Santa Susana (8), San Cayetano (9), Oakridge (10), San Gabriel (11), Eureka Peak (12), Oceanside (13), Goldstone (14), Mojave East (15), Hunter Mountain (16), Saline Valley (17), North Frontal (18), Coastal Ranges Split (19), Helendale (20).

Figure 7. Topography and block model geometry of our preferred model focused on the Los Angeles region. The view is from the west-northwest. All nonvertical faults dip at 45°. The Coast Islands (CI), Coastal Range (CR), Mojave (MJ), Pacific (PA), and Sierra Nevada (SN) blocks are labeled for reference.
geodetic observations of interseismic deformation. However, we did introduce at least one feature that has no commonly recognized geologic analog: the Coastal Ranges split. Without the division between the Coastal Ranges and Big Pine block (Figure 6, structure 19), the residual velocity field north of the Ventura Basin and west of the central San Andreas fault has coherent southerly and northerly velocities respectively. With the structure that separates the Coastal Ranges and Big Pine blocks included, the residuals are significantly reduced, and we recover both substantial shortening along the northern edge of the Ventura Basin and a right-lateral strike-slip rate greater than 30 mm/yr on the central San Andreas fault. We chose the number of blocks in our preferred model by modifying the geometry to minimize coherent residual velocities, while maintaining reasonable goodness of fit statistics. With very small blocks (<1000 km²), the correlations between model parameters increase as the effects of elastic strain accumulation dominate the block motion contribution to the velocity field. Our preferred model includes the following 24 blocks: Baja (BA), Blackwater (BB), Big Pine (BP), Coast Islands (CI), Coastal Ranges (CR), Death Valley (DV), Elsinore (EL), Eastern Mojave (EM), Helendale (HB), Kern County (KC), Los Angeles (LA), Mojave (MJ), North America (NA), Oakridge (OB), Owens Valley (OV), Nevada (NV), Pacific (PA), Palos Verdes (PV), San Bernadino (SB), San Diego (SD), San Gabriel (SG), Salton (SL), Sierra Nevada (SN), and Ventura Basin (VB).

7. Results and Interpretation

7.1. Locking Depth Variations

[30] The choice of locking depth determines the third dimension of the fault system geometry. With elastic dislocation models, deeper locking depths lead to strain distributed over wider zones. Given that we do not know the locking depths a priori, and that our homogeneous elastic model may misrepresent locking depth in the presence of variable elastic structure [e.g., Rybicki, 1971; Hager et al., 1999], we decided to estimate the effective locking depths of critical fault segments. This also allows us to interpret locking depths in terms of a viscoelastic earthquake cycle [e.g., Savage, 1990; Savage and Lisowski, 1998; Meade and Hager, 2004].

[31] Our preferred model has locking depth variations from 0–25 km. The SAF and SJF have rapid enough slip rates and dense enough station coverage that we can estimate locking depths by direct forward modeling. For the remaining faults, we used the results of previous studies, where available, or a default value of 15 km. Pelzer et al. [2001] estimated a very shallow locking depth (~5 km) for the Blackwater fault, and we use the same value for consistency. For all other faults in the ECSZ, we used a 10 km locking depth, as suggested by McClusky et al. [2001]. The Northridge earthquake in the Ventura Basin ruptured to a depth of 18 km, providing an objective estimate for the local locking depth near the Oakridge fault. However, Donnellan et al. [1993a, 1993b] found that a 5 km locking depth in an elastic half-space model could best fit two-dimensional profiles of fault normal velocities in this same region. Hager et al. [1999] demonstrated that this shallow locking depth mimics the effects of the lateral shear modulus variations in the Ventura Basin region. We use a 5 km locking depth in our model, but interpret it as a proxy for a deeper locking depth in the earth. Experiments with a range of locking depths have shown that the residual velocities along the southern SCFS are best fit by a creeping Imperial fault, and relatively shallow SJF and southern SAF locking depths (10 and 15 km respectively).

[32] The fault locking depth that most directly affects both the fit to the data and the estimated fault slip rates is that of the Carrizo SAF (CSAF), from Parkfield to its intersection with the Garlock fault. This is the northern half of the 1857 Ft. Tejon earthquake rupture zone [e.g., Sieh, 1978]. Figure 8 shows how the geodetic data fit the model for a range of CSAF locking depths from 0 to 40 km. These statistics were calculated by doing separate inversions for each locking depth. The fit is best at approximately 25 km depth, with very shallow locking depths fitting the data very poorly ($\chi^2_{D=0}/\chi^2_{D=25} = 2.1$). The gray curve in Figure 8 shows how the strike-slip rate along the CSAF varies with locking depth. For the best fitting locking depth, the CSAF slips at 35.9 ± 0.9 mm/yr. Shallower locking depths may underestimate the fault slip rate by as much as 10 mm/yr. Formal slip rate uncertainties grow as a function of locking depth as the block motions become more coupled due to...
the broadening of the strain accumulation zone. In the end-member case, where all the faults have zero locking depth, there is no coupling between the blocks, and the only contribution to the slip rate uncertainties is from the data uncertainties. Experiments with synthetic data and two-dimensional models show that the asymmetry about the minimum in the $\chi^2(D)$ curve is due to the decrease in the sensitivity with increasing locking depth ($\partial v/\partial D < 0$). Thus, our CSAF locking depth estimate is consistent with what we would expect from an optimal estimate. In contrast, a deep locking depth for the Mojave SAF does not significantly change the fit to the data, though there is a strong covariance between slip rate and locking depth (i.e., slip rate increases with locking depth).

We find that the SAF just to the east of the Salton Sea is fit best by a 15 km locking depth. In contrast, Lyons and Sandwell [2003] found that only the portion of the fault from 3 to 8 km appeared locked. This may reflect a bias in one of the data sets, for example, the inclusion of GPS velocities affected by transient postseismic deformation following the Landers and/or Hector Mine earthquakes. There may be less of a postseismic signature in the radar data used by Lyons and Sandwell [2003].

7.2. Fit to Data

Our preferred model is able to account for most of the features in the observed velocity field, with a mean residual magnitude of 1.26 mm/yr (Figure 9). The velocity $\chi^2/DOF = 1.05$, and 72% of the residual velocity components are smaller than their 1-$\sigma$ uncertainty estimates. There is a weak correlation between the rate of elastic strain accumulation and the residual velocity magnitude (0.19 ± 0.04 at the 67% confidence level). The relationship between residual velocity magnitude and contribution to the minimization criteria ($\chi^2$) is not linear (Figure 10). The scatter from the main diagonal band in Figure 10 highlights the fact that a station with a smaller residual velocity may contribute more to the overall minimization criteria than a station with a larger residual, due to the differences in the estimated uncertainties. For example, TAR0 has a residual velocity magnitude 0.3 mm/yr smaller than GOUQ, but contributes 87% more to the minimization criterion due to smaller estimated velocity uncertainties. Both of these stations, and two of their neighbors (C616 and P807) east of the CSAF on the Sierra block, have eastward directed residuals, suggesting the need of for motion normal to the direction of relative plate motion on a structure east of the SAF.

Coseismic or postseismic deformation may explain some coherent residuals. The SCEC CMM 3.0 uses coseismic deformation models to span across the Landers, Northridge, and Hector Mine earthquakes in order to recover longer time series. Given that coseismic displacement models are generally not accurate to the centimeter level within a few rupture depths of the epicenter, we have reason to suspect coherent residuals in the immediate vicinity of an earthquake with station time series that span the event. Some of the residual velocities near the Northridge epicenter share the same sense of motion as the coseismic displacements (Figures 9 and 11). Short-term postseismic deformation following large earthquakes may persist at the mm/yr level for more than two years after the coseismic rupture [e.g., Pollitz et al., 2000]. The SCEC CMM 3.0 eliminates 1.5 years of data following the Landers earthquake at about 30 near-field stations (Shen et al., crustal motion map, 2003). There is no correction for longer-term postseismic deformation. Either of these explanations may
account for systematic residuals near the Landers and Northridge earthquakes (Figures 9 and 11).

7.3. Pacific-North America Euler Pole

[36] The most basic measure of the integrated deformation between the Pacific and North American plates is their relative Euler pole (Table 1). Our Euler pole location is east of some recent estimates. This is likely due to our inclusion of more stations on the North American plate compared with previous studies [e.g., Sella et al., 2002]. The difference in Euler Pole location and rotation rate can account for \( \pm 3 \) mm/yr of differential motion across the SCFS. We also estimated the PA-NA Euler pole using a traditional plate model with no elastic deformation and only those stations in the centers of the Pacific and North American plates. With no elastic deformation and fewer stations, the Euler pole longitude shifts \( \pm 3^\circ \) eastward; closer to previous estimates [e.g., DeMets and Dixon, 1999; Argus and Gordon, 2001; Sella et al., 2002].

7.4. Estimated Slip Rates

[37] In our block model formulation, slip rates are linearly related to the rotation vectors (equation (8)). Figures 12 and 13 show the strike-slip and “fault-normal” slip rates. The “fault-normal” components are tensile if the fault is vertical and dip-slip otherwise. Reported slip rates have been calculated at the nearest segment midpoint. Formal uncertainties range from 0.5 to 3.2 mm/yr (Table 2). Faults bounded by large blocks tend to have smaller uncertainties (e.g., central SAF). Experience with a range of models has shown that the uncertainties due to variations in fault system geometry are larger than the formal slip rate uncertainties from a given inversion. In practice, the reported slip rate uncertainties should be scaled upward to reflect the uncertainty in fault system geometry. We suggest that \( \pm 3 \) mm/yr is an appropriate empirical uncertainty for most faults.

7.5. San Andreas Fault System

[38] The SAF is the fastest slipping fault in our model, with the northernmost (Parkfield) and southernmost (Cerro Prieto) sections moving at 36.0 ± 0.5 and 40.0 ± 1.5 mm/yr, respectively (Figure 12 and Table 2). As the Imperial fault merges with the SAF, it transfers 2.7 ± 0.6 mm/yr of strike-slip motion to the Elsinore fault and 11.9 ± 1.2 mm/yr to the San Jacinto fault at their intersection to the south of the Salton Sea. Farther north, the SAF slows further as it feeds 21.3 ± 1.6 mm/yr of strike-slip motion into the ECSZ through the Eureka Valley fault. This is largely facilitated

Table 1. A Compilation of Estimated Pacific–North America Euler Pole Locations and Rotation Rates, Including the Estimate From Our Block Model

<table>
<thead>
<tr>
<th>Source</th>
<th>Longitude (°)</th>
<th>Latitude (°)</th>
<th>Rotation Rate (°/Myr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUVEL-1A</td>
<td>-78.2 ± 1.3</td>
<td>48.7 ± 1.2</td>
<td>0.750 ± 0.010</td>
</tr>
<tr>
<td>Demets and Dixon [1999]</td>
<td>-73.7 ± 2.0</td>
<td>51.5 ± 1.0</td>
<td>0.765 ± 0.016</td>
</tr>
<tr>
<td>Argus and Gordon [2001]</td>
<td>-75.9 ± 0.8</td>
<td>50.1 ± 0.4</td>
<td>0.778 ± 0.014</td>
</tr>
<tr>
<td>Sella et al. [2002]</td>
<td>-72.1 ± 0.6</td>
<td>50.4 ± 0.4</td>
<td>0.755 ± 0.004</td>
</tr>
<tr>
<td>This paper (block model)</td>
<td>-78.9 ± 0.4</td>
<td>50.6 ± 0.3</td>
<td>0.782 ± 0.003</td>
</tr>
<tr>
<td>This paper (plate)</td>
<td>-76.9 ± 0.3</td>
<td>50.4 ± 0.2</td>
<td>0.785 ± 0.003</td>
</tr>
</tbody>
</table>

*Longitude and latitude are given in degrees, and rotation rate is given in degrees per million years. Our uncertainty estimates were calculated using a Monte Carlo method to convert from rotation vector covariance (directly estimated in the inversion) to a set of Euler Pole locations and rotation rates. The nonlinear approach tends to reduce the rotation rate uncertainty and increase the pole location uncertainties compared with the linear uncertainty propagation. The block model estimate includes many stations on the North American plate in southern California that are affected by the elastic strain accumulation model. In contrast, the plate motion estimate from this paper includes no elastic deformation and only those stations far from the boundaries of the Pacific and North American plates.
by the counterclockwise rotation of the San Bernadino (SB) block. Without the SB block included, the Eureka Peak slip rate is 16.3 ± 0.4 mm/yr. This series of fault intersections along the southern SAF leaves only 5.1 ± 1.5 mm/yr of right-lateral motion on the San Bernadino segment near the San Gorgonio Pass. Shortening (1.0 ± 1.7 mm/yr) along the San Bernadino segment of the San Andreas fault is a consequence of the Salton block impinging upon the southern edge of the SB/MJ block. Along the Mojave segment, the SAF slips at 14.3 ± 1.2 mm/yr, due to rejoining with the SJF. The Mojave SAF slip rate covaries, and increases, with locking depth. As the SAF bends to the north and emerges out of the Big Bend, a 25 mm/yr right-lateral strike-slip rate is complemented by ~5 mm/yr of shortening. This is due to the Big Pine block impinging on the southern boundary of the Sierra Block. The White Wolf

Figure 12. The estimated strike-slip rates from our preferred block model. Black and gray lines indicate right- and left-lateral motion, respectively. Wider lines indicate faster slip rates. The thickest lines represent the SAF and SJF where ~70% of the relative plate motion is accommodated.

Figure 13. The estimated dip- and tensile-slip rates from our preferred block model. Black and gray lines indicate closing and opening, respectively. Wider lines indicate faster slip rates. Slip rates are tensile-slip for vertical faults and dip-slip otherwise. The only faults that dip are those around the Los Angeles area (see Figure 7 and Table 2).
### Table 2. Selected Fault Slip Rates From Our Preferred Block Model*

<table>
<thead>
<tr>
<th>Fault Name</th>
<th>Strike-Slip Rate</th>
<th>Dip-Slip Rate</th>
<th>Tensile-Slip Rate</th>
<th>Locking Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAF (Parkfield)</td>
<td>36.0 ± 0.5</td>
<td>0.1 ± 0.4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SAF (Carizzo)</td>
<td>35.9 ± 0.7</td>
<td>2.6 ± 0.4</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>SAF (Mojave)</td>
<td>3.1 ± 2.2</td>
<td>–2.7 ± 1.6</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>SAF (San Bernardino)</td>
<td>5.1 ± 1.5</td>
<td>1.0 ± 1.7</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>SAF (Salton Sea)</td>
<td>23.3 ± 0.5</td>
<td>1.5 ± 0.6</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>SAF (Imperial)</td>
<td>36.1 ± 0.7</td>
<td>–0.6 ± 0.5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>SAF (Cerro Prieto)</td>
<td>4.0 ± 0.5</td>
<td>–0.5 ± 0.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Eureka Peak</td>
<td>21.3 ± 1.6</td>
<td>–4.5 ± 1.0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Pinto Mountain</td>
<td>–9.2 ± 0.1</td>
<td>–0.2 ± 1.0</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>San Jacinto</td>
<td>11.9 ± 1.2</td>
<td>0.0 ± 0.7</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Elsinore</td>
<td>2.7 ± 0.6</td>
<td>–0.1 ± 0.7</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Rose Canyon</td>
<td>0.2 ± 2.5</td>
<td>0.8 ± 2.0</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Oceanside</td>
<td>1.9 ± 3.2</td>
<td>2.6 ± 2.8</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Coronado Bank</td>
<td>5.0 ± 0.1</td>
<td>–1.4 ± 0.3</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>San Clemente</td>
<td>3.1 ± 1.6</td>
<td>–1.9 ± 0.9</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Hosgri</td>
<td>3.9 ± 0.6</td>
<td>0.7 ± 0.6</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Agua Blanca</td>
<td>9.1 ± 2.7</td>
<td>0.7 ± 1.6</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Newport – Inglewood</td>
<td>0.8 ± 1.6</td>
<td>0.3 ± 1.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Palos Verdes</td>
<td>3.4 ± 1.4</td>
<td>3.1 ± 1.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Airport Hill</td>
<td>–2.3 ± 1.0</td>
<td>0.7 ± 1.7</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Chino</td>
<td>0.1 ± 1.4</td>
<td>–4.0 ± 0.8</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Puente Hills Thrust</td>
<td>–0.2 ± 1.1</td>
<td>4.2 ± 0.9</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Cucamonga</td>
<td>–4.0 ± 1.3</td>
<td>10.0 ± 1.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Hollywood Hills</td>
<td>–2.4 ± 1.1</td>
<td>1.4 ± 2.3</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Santa Monica Mountains</td>
<td>–2.4 ± 1.1</td>
<td>–0.2 ± 2.2</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Sierra Madre (north)</td>
<td>3.1 ± 1.2</td>
<td>9.3 ± 2.4</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Sierra Madre (south)</td>
<td>3.2 ± 1.5</td>
<td>3.9 ± 2.4</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Santa Susana</td>
<td>3.1 ± 1.3</td>
<td>11.8 ± 2.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>San Cayetano</td>
<td>2.1 ± 1.3</td>
<td>4.2 ± 2.1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Oak Ridge</td>
<td>–8.5 ± 1.4</td>
<td>0.8 ± 2.2</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>White Wolf</td>
<td>1.3 ± 1.2</td>
<td>4.6 ± 1.7</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>North Frontal</td>
<td>–0.8 ± 0.9</td>
<td>3.0 ± 3.0</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Coastal Ranges Split</td>
<td>5.5 ± 1.5</td>
<td>–2.3 ± 1.0</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>San Gabriel</td>
<td>3.8 ± 2.2</td>
<td>1.4 ± 2.0</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Garlock (west)</td>
<td>–3.2 ± 1.5</td>
<td>4.7 ± 1.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Garlock (central)</td>
<td>–1.8 ± 1.5</td>
<td>–0.2 ± 1.4</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Garlock (east)</td>
<td>–1.1 ± 1.9</td>
<td>–5.2 ± 1.4</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Blackwater-Landers</td>
<td>1.9 ± 0.6</td>
<td>0.1 ± 1.1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Hengende</td>
<td>2.2 ± 1.2</td>
<td>–2.1 ± 1.1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Goldstone</td>
<td>13.4 ± 1.0</td>
<td>0.0 ± 1.4</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Eastern Mojave</td>
<td>–2.5 ± 0.8</td>
<td>–0.8 ± 0.8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Nevada Split</td>
<td>–0.9 ± 0.6</td>
<td>–2.6 ± 0.6</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Airport Lake</td>
<td>7.3 ± 1.1</td>
<td>0.9 ± 1.5</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Owens Valley</td>
<td>3.5 ± 0.9</td>
<td>–0.5 ± 0.8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Panamint Valley</td>
<td>3.1 ± 1.3</td>
<td>–3.3 ± 1.2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Death Valley</td>
<td>2.4 ± 1.2</td>
<td>–0.7 ± 0.9</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Fish Lake</td>
<td>6.0 ± 2.1</td>
<td>–0.1 ± 1.0</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

*All rates are given in mm/yr. Positive and negative strike-slip rates give right- and left-lateral motion, respectively. Positive and negative dip-slip rates give thrust and normal motion, respectively. Positive and negative tensile-slip rates give closing and opening motion, respectively. In all cases, the slip rate is evaluated at the middle of the segment. SAF is an abbreviation for the San Andreas fault.

The San Andreas fault accommodates 4.6 ± 1.7 mm/yr of shortening. Through the Carrizo and Parkfield segments the SAF slips at ~36 mm/yr, in good agreement with Holocene estimates from offset stream channels [Sieh and Jahns, 1984].

### 7.6. Transverse Ranges and Los Angeles Basin

The series of thrust faults that runs from the Cucamonga in the east, through the Sierra Madre, Santa Susana, San Cayetano, to the Oak Ridge in the west, accommodates between 3.0 and 11.8 mm/yr of dip-slip motion (Figure 13 and Table 2). The lowest slip rates are on the southern Sierra Madre fault. The highest slip rates are north of the Northridge rupture between the Big Pine and Oak Ridge blocks. Shortening rates vary along the San Gabriel Range front, decreasing southward along the Sierra Madre fault (9.3 ± 2.4–3.0 ± 2.4 mm/yr) then increasing along the Cucamonga fault (10.0 ± 1.5 mm/yr).

We find between 0.5 and 8.0 mm/yr of shortening on both the northern and southern edges of the Ventura Basin. These rates are comparable to the convergence rates estimated by Donnellan et al. [1993a, 1993b] and Hager et al. [1999]. Convergence rates on the northern boundary decrease to the west, consistent with counterclockwise rotation relative to the Big Pine block. We are unable to constrain the seaward extent of the active Ventura Basin due to the lack of offshore geodetic observations. Counterclockwise rotation of the Oak Ridge block leads to a statistically insignificant amount of normal motion (0.2 ± 2.2 mm/yr) on the model Santa Monica Mountains fault. We find 2.3 ± 1.0 mm/yr of left-lateral motion on the Raymond Hill fault in agreement with geologic estimates [Weaver and Dolan, 2000].

Near the Los Angeles Basin, we find both right-lateral motion and shortening on the Newport-Inglewood (0.8 ± 1.6, 0.3 ± 1.3) and Palos Verdes faults (3.4 ± 1.4, 3.1 ± 1.5). In contrast to Bawden et al. [2001], our model suggests that shortening is more significant across the PHT (4.2 ± 0.9) than the Elysian Park Thrust (EPT). Residual velocities from models with an EPT structure replacing the PHT indicate the need for shortening west of the EPT. The residual velocities (Figure 11) show no indication of unmodeled deformation normal to the EPT. However, due to the fact that both faults are close together, it is difficult to distinguish rigorously between the two with available data.

The PHT does not reach the surface in our model. Instead, the upper tip of the locked portion is buried at 3 km depth [Shaw et al., 2002], consistent with creep on the up-dip extension of the PHT. This feature of our model significantly affects the interseismic velocity field; experiments with a range of burial depths have shown that this feature is required for the motion of the Los Angeles block to be consistent with left lateral faulting on the Raymond Hill fault. The shortening across the PHT is a consequence of the LA block impinging upon the BA block and moving away from the EL block. This also leads to opening along the Chino fault between the LA and EL blocks. With the Chino fault constrained to have only strike-slip motion, we still find 3.4 ± 0.9 mm/yr of dip-slip on the PHT. Thus our models provide evidence for the present day shortening across the PHT to complement geologic estimates of Holocene activity [e.g., Dolan et al., 2003].

To the south of the Los Angeles Basin, the counterclockwise rotation of the Palos Verdes block relative to the San Diego block leads to shortening across the Oceanside structure. Without block rotations, such a right-step in a right-lateral slipping fault system would be extensional, not compressional as we observe here.

### 7.7. Eastern California Shear Zone

In the ECSZ, north of the Garlock fault (GF), our results are similar to those of McClusky et al. [2001]. The Owens Valley-Airport Lake fault system carries about 3.5–7.3 mm/yr of right-lateral motion, and the Panamint Valley-Hunter Mountain fault system, to the east, carries ~3 mm/yr. Our slip rate estimate for the Calico-Blackwater-Landers
structure (1.9 ± 0.6 mm/yr) is lower than Peltzer et al.’s [2001] estimate of 7 ± 3 mm/yr based on radar data. However, we find significant motion on the nearby Goldstone and Helendale faults (13.4 ± 1.0 and 2.2 ± 1.2 mm/yr respectively). This suggests that most of the deformation in the ECSZ is accommodated east of the Blackwater fault. GPS coverage in this area is exceedingly sparse and possibly influenced by postseismic deformation following the 1999 Hector Mine earthquake. In our model, we chose to recognize the limits of the data coverage and simplify the geometry in this region by using four north-south trending structures to accommodate all deformation.

[44] The southern end of the ECSZ is defined by the Pinto Mountain fault. Our model shows 9.4 ± 0.9 of left-lateral slip and 9.2 ± 1.0 mm/yr of opening along the central part of the fault, to the south-southeast of the Landers rupture. The opening rate is a result of the fast motion of the Goldstone fault to the north. It might be possible to decrease the amount of opening here by introducing a new connection from the ECSZ to the southern San Andreas fault along a structure such as the Hidden Springs fault.

8. Discussion

8.1. Slip Rates, Locking Depths, and Rheology Along the SAF and ECSZ

[45] For the Carrizo segment of the SAF (CSAF), we find that a 25 km locking depth fits the data best. The constraints on the CSAF locking depth are weak, in the sense that all locking depths from 15–40 km fit the data acceptably well (Figure 8). There are three obvious interpretations of a relatively deep locking depth. The first is that it represents the actual seismogenic depth. This is consistent the maximum depth of faulting estimated for the nearby Kern County earthquake [Bawden, 2001]. However, 25 km is deeper than the predicted depth of the brittle ductile transition (8–15 km) for a typical geotherm [e.g., Kohlstedt et al., 1995] and below the maximum depth of seismicity directly beneath the CSAF [Hauksson, 2000]. A second explanation could be that the locking depth is actually shallower, but that variation in the elastic structure broadens the zone of strain accumulation [e.g., Rybicki, 1971; Hager et al., 1999]. For this to be the case the shear modulus would have decrease with depth, the opposite of the behavior predicted by pressure effects and seismic observations.

[46] The third hypothesis is that a deep locking depth inferred using an elastic half-space model is indicative of viscoelastic deformation in the earth. Specifically, the broad zone of deformation late in a viscoelastic model of the earthquake cycle may be manifest as a deep locking depth in an elastic model [e.g., Savage, 1990; Savage and Lisowski, 1998]. As it has been approximately 150 years since the last Ft. Tejon SAF (FTSAF) earthquake, the CSAF would be in the latter half of its earthquake cycle if the mean recurrence interval were 200–300 years [Sieh et al., 1989].

[47] Savage and Lisowski [1998] suggested that the Mojave SAF might be late in its earthquake cycle based on a deep locking depth estimated using trilateration data. They also assumed that the slip rate across the Mojave SAF was 34 mm/yr. We find that the slip rate of the Mojave segment of the SAF is at least 15 mm/yr slower and that there is no strong evidence for a deep locking depth. These two disparate results may be partially explained by noting that Savage and Lisowski [1998] only considered the SAF, and ignored the effects of deformation along the San Gabriel range front to the southwest. A second reason for these differences may be that Savage and Lisowski [1998] used data from an extremely narrow geodetic array, with only one station east of the SAF.

[48] However, we cannot rule out the possibility that the Mojave SAF may have a very poorly constrained and relatively deep locking depth. Models with a MSAF locking depth of 15 km and an imposed 30 mm/yr slip rate on the MSAF decrease the goodness of fit by 12%. Slip rate adjustments include a reduction in the estimated shortening rate along the Cucamonga fault to less than 2 mm/yr and left-lateral slip in excess of 7 mm/yr on the Sierra Madre fault as the San Gabriel block is squeezed out toward the Coast Ranges.

[49] While the estimated CSAF locking depth may be suggestive of long-term viscoelastic deformation, the success with which we have modeled the GPS velocities with an elastic model suggests that the low locking depth assumption may be more appropriate. In general, we do not see velocity gradients or locking depths that are consistent with high locking depths. If τ0 ≈ 10(ν = 2–3 × 10^{18} Pa · s) then velocity gradients across a fault late in its earthquake cycle (e.g., southern SAF) would be very gradual (Figure 2), in contrast to the observed fault parallel velocities (Figure 5). Thus applying the Savage and Prescott [1978] periodic earthquake cycle model to interseismic deformation in southern California suggests that the viscosity of the lower crust/upper mantle is relatively high. If the mean recurrence time for the SAF is 200–300 years [Sieh et al., 1989], then for τ0 < 0.5 (negligible variation through the seismic cycle) we would estimate that the viscosity of the lower crust/upper mantle is greater than 2–3 × 10^{19} Pa · s.

[50] Recently, Dixon et al. [2003] presented a two-dimensional viscoelastic model for the ECSZ as a proposed explanation for the apparent disagreement between the geologic and geodetic slip rate estimates in Owens Valley. The high velocity gradient around the Owens Valley fault (Figures 4 and 5) is consistent with a fast slip rate from an elastic model. Our Owens Valley slip rate agrees with McClusky et al. [2001] within uncertainties, but it is higher than the 2 mm/yr Holocene estimate [Beamland and Clark, 1994]. Dixon et al. [2003] argued that the apparently fast slip rate on the Owens Valley fault could be due to postseismic relaxation following the 1872 Owens Valley earthquake. Their model also required that the Death Valley fault zone slips at a geologic rate of at least 8 mm/yr, and is currently very late in its earthquake cycle. Our block model shows that the high Owens Valley slip rate is not localized along the 1872 rupture zone. Instead, it extends along the entire Sierra Nevada range front. In order for postseismic relaxation to be responsible for this high slip rate, there would have to be three-dimensional postseismic relaxation phenomena that can cause velocity gradients to localize several fault lengths away from the coseismic rupture zone. This effect seems unlikely and a relatively fast Owens Valley slip rate is compatible with our three-dimensional block model (Figure 9) suggesting that the geodetic slip rate is fast compared with the Holocene estimate. An alternate
explanation is that the slip from earthquakes is hidden by distributed deformation in near surface sediments, thus limiting the amount of localized slip observable at the surface.

[51] Is it possible that the southern California velocity field looks like a steady state velocity field, not because of the absence of viscoelastic deformation, but because we are seeing the effects of averaging across rupture zones that are in different parts of the seismic cycles? This would be consistent with the observation that velocities from a viscoelastic seismic cycle model appear similar to steady state profiles approximately 40% of the way through a seismic cycle (Figure 2). However this seems unlikely, as major faults (SAF, SJF) that are likely to be late in their earthquake cycles show large localized velocity gradients (Figure 5). Thus, we cannot reject the steady state assumption we have invoked for our elastic block model. If viscoelastic relaxation through an earthquake cycle is important, it may be that only great earthquakes (Mw > 8) rupture to sufficient depths to generate a long-term post-seismic response [e.g., Savage and Prescott, 1978].

8.2. Los Angeles Basin Tectonics

[52] The style of deformation in the Los Angeles Basin region has been debated over the past decade. Walls et al. [1998] argued for conjugate strike-slip faulting (escape tectonics), including left-lateral slip on the northern boundary of the Los Angeles Basin, based on the orientation of the principal strain rates derived from interseismic GPS measurements, but without accounting for elastic strain accumulation. Argus et al. [1999] used an a priori model for the SAF strain accumulation and found that the residual velocities suggested active shortening. This argument was refined by Bowden et al. [2001], who reached a similar conclusion using a comparable a priori strain accumulation model and a selected group of high quality GPS stations. Our model shows 4.2 ± 0.9 mm/yr of dip-slip on the PHT, in agreement with the active shortening inferred by both Argus et al. [1999] and Bowden et al. [2001]. However, we also find left-lateral slip along the Raymond Hill fault (2.3 ± 1.0 mm/yr) and right-lateral slip on the Newport-Inglewood fault (0.8 ± 1.6 mm/yr), consistent with some escape of material toward the Pacific Ocean, although not as much as suggested by Walls et al. [1998].

[53] Our slip rate model for the Los Angeles and Ventura basins differs from previous estimates for three reasons: data, geometry, and assumptions. First, we use a larger set of GPS velocities than any previous study of the Transverse Ranges. We also include aspects of the three-dimensional fault system geometry, such as the effects of multiple dipping and interacting fault zones. In addition, the blocks are allowed to rotate, introducing a component of motion absent from previous studies. Further, the block model uses both near and far-field velocities to estimate fault slip rates. Far field velocities (e.g., BA block) can constrain block motions and help to sort out the superposition of strain rates at complicated block boundaries. The third reason that our results differ from previous studies is that we do not make a priori assumptions about the slip rates of other faults in southern California. We estimate the slip rates on major active structures in the SCFS simultaneously. This allows us to find an internally consistent slip rate model where the same type of data has been used to estimate slip rates on all faults. In the Los Angeles Basin, the velocity gradients due to the elastic strain accumulation on the SAF and San Gabriel range front are comparable to the magnitude of the slip rates we are trying to estimate in the basin. Thus, with a large regional scale GPS data set, a three-dimensional model of the SCFS, and fewer a priori assumptions, we find evidence that both thickening and escape tectonics play an active role in the present day deformation of the LA basin.

8.3. Slip Rate Discrepancies Along the SAF, SJF, and ECSZ

[54] While many of our slip rate estimates agree with geologic estimates (e.g., CSAF, Raymond Hill), comparisons between geodetic and geologic slip rates along the SBSAF, SJF and ECSZ show large discrepancies. We argue that a model that allows for the effects of rapid evolution of the SCFS may reconcile these discrepancies. Following the 1992 Landers earthquake, Nur et al. [1993a, 1993b] suggested that the Mojave Desert might be currently undergoing reorganization. Slip rate discrepancies along the Owens Valley, San Andreas and San Jacinto faults suggest that this behavior is not localized in the Mojave Desert.

[55] Like Peltzer et al. [2001], we find that the Blackwater fault slip rate is fast relative to Oskin and Irodio’s [2004] submillimeter per year geologic estimate based on the offset of Pliocene lava flows. Geodetic slip rates inferred along the southern extension of this structure are also fast relative to estimates of Holocene activity [Rockwell et al., 2000]. It is difficult to argue that postseismic deformation following the 1992 Landers and/or 1999 Hector Mine earthquakes is entirely responsible for the relatively fast slip rates in the Mojave, because Sauber et al. [1994] estimated similar deformation rates prior to the event. Similarly, we find that our Owens Valley slip rate is approximately twice as fast as the 2 mm/yr Holocene estimate [Beanland and Clark, 1994]. East of the Blackwater and Airport Lake faults, we find that the Garlock fault moves left-laterally at 1.1 ± 1.9 mm/yr. Part of this segment cuts past Searles Lake, where McGill and Sieh [1993] estimated a slip rate of 7 ± 2 mm/yr over the last 60,000 years. Our model, like that of Peltzer et al. [2001], suggests that the Blackwater and Owens valleys are more active than they have been in the recent past, while the Garlock is now less active.

[56] We find a similar discrepancy for the SJF. Sharp [1981] reported that geomorphic evidence suggested that the SJF had accelerated in the late Holocene (from 2–5 mm/yr) as well as a 12 mm/yr mean slip rate through the latter half of the Quaternary. We find that the geodetic rate (11.9 ± 1.2 mm/yr) agrees well with Sharp’s [1981] 12 mm/yr late Quaternary average but is much faster than the late Holocene estimate, suggesting that the SJF has been less active in the recent past.

[57] The relatively slow slip rate estimate on the San Bernardino segment of the SAF (SBSAF, 5.1 ± 1.5 mm/yr; Figure 12) is one of the more interesting block model results. Bird and Rosenstock [1984] and Bird and Kong [1994] found low rates, though they preferred a higher upper bound. Potter [1997] also suggested that geologic slip rate estimates were too high to accurately model the geodetic data in this region and Becker et al. [2005]
estimated a 2.3 ± 15.0 mm/yr right-lateral strike-slip rate on the SBSAF using geodetic and focal mechanism data. Our low slip rate estimate differs substantially from the 14,000-year geologic average of 25 ± 4 mm/yr [Weldon and Sieh, 1985]. There are four obvious possible explanations for this apparent disagreement. The first and second are that either the block model or the geologic slip rate estimates are wrong. By testing the block model with an a priori 25 mm/yr slip rate imposed on the San Bernadino segment, we can demonstrate that a high slip rate is not compatible with the geodetic data (Figure 14). The residual velocities are larger and the overall and local misfit criteria increase by 18% and 62%, respectively. Further, the correlation between residual velocity magnitude and the elastic deformation increases by 42%, indicating a systematic increase in the magnitude of near-fault residual velocities. The slow SBSAF strike slip rate is not dependant on the existence of the small San Bernadino block (Figure 6). Models without the SB block (western North Frontal fault removed) yield a 2.7 ± 1.1 mm/yr SBSAF slip rate. The proximity of this area to the location of the 1992 Landers earthquake raises the question of whether the GPS data in this area may not be representative of steady interseismic velocities. For this to be the effect controlling the slip rate estimates, the rapid postseismic decay would have to extend across the Mojave and Salton blocks, more than 150 km from the rupture zone. The possibility of local seismic cycle variations causing this result seems remote, as locking depths as deep as 300 km increase the SBSAF slip rate by no more than 3 mm/yr. Smith and Sandwell [2003] used the SCECMM3.0 velocities and an interseismic strain accumulation model for the SAF to estimate a 22.6 km locking depth on the SBSAF with an assumed slip rate of 28 mm/yr. Weldon and Sieh’s [1985] slip rate estimate is robust, which leads us to the arguments for the compatibility of the geologic and geodetic slip rate estimates. (55) The most obvious way in which the two rates could be compatible is if they are in different places. Weldon and Sieh’s [1985] study area is near Cajon Creek. We have chosen not to elongate the northern part of the Salton block into a small sliver that runs between the Mojave Desert and the San Gabriel Mountains (Figures 6 and 14) [Jennings, 1994]. If the San Jacinto fault reconnects with the SAF to the south of Cajon Creek, then our slip rate estimate is closer to Weldon and Sieh’s, but would apply to the Mojave SAF, not the SBSAF. However this would not eliminate the low slip rate segment between the northern intersection of the SJF and SAF and the westernmost connection between the ECSZ and the SAF through the Eureka Peak fault.

[59] The incompatibility between geologic and geodetic estimates may be reconciled if fault behavior is changing rapidly. This would require that the apparent SBSAF rate has evolved over the later half of the Holocene. It could be the case that our SBSAF slip rate estimate appears substantially slower than the Weldon and Sieh [1985] rate because the effects of temporally clustered earthquakes are important. A clustered earthquake cycle consists of an active period, with a number of large earthquakes on the same fault, followed by a less active quiescent period. If the geologic observations of activity on the SBSAF include the effects of an active period that occurred between 4000 and 14,000 years ago, the apparent geologic slip rate may appear to be substantially faster than the long-term average. Conversely, if geologic observations are focused on a quiescent period, then a slip rate estimate based on geodetic observations may appear faster than a geologic estimate.

[60] If the both the SJF and ECSZ have been relatively quiescent through the Holocene we would expect the geodetic rates to be faster than geologic rates. Conversely, if the SBSAF has been relatively active through the last 14,000 years, the geologic rates could be greater than the geodetic rates. The slip rates estimated from our block model are consistent with both of these expectations. In a viscoelastic model, earthquake clustering can lead to velocity profiles that are similar to steady state profiles even at long times after the most recent rupture [Meade and Hager, 2004]. Interestingly, the apparent deceleration of the SBSAF is nearly balanced by the acceleration of the SJF and ECSZ. This implies that the slip budget across the SCFS might appear constant even in the presence of clustered earthquake activity. Future paleoseismic studies could provide the rupture history observations necessary to resolve these apparent slip rate discrepancies.

[61] If the SBSAF is moving ~5 mm/yr, there are direct implications for seismic hazard potential. The slower a fault slips, the longer it will take to accumulate a given amount of elastic strain in the bounding blocks. If earthquakes occur quasi-periodically, this would imply a longer recurrence interval for a given magnitude earthquake. Yule and Sieh [2000] reported preliminary results suggesting ~330 year recurrence intervals for this segment of the SAF. A slow slip rate may also act as a kinematic barrier to rupture propagation as this segment of the SAF may rupture less frequently than adjacent segments. This provides a possible explanation for the southern termination of the 1857 rupture, which stopped just to the north of this segment [Sieh, 1978].

9. Conclusions

[62] Fault slip rates can be estimated using a block model that accounts for the effects of steady state elastic strain
accumulation and block rotations on a sphere. Block motions and fault slip rates are constrained by GPS observations of interseismic deformation and the three-dimensional geometry of the fault system. We have used this model to estimate fault slip rates across the southern California fault system.

Estimated strike-slip rates on the San Andreas fault vary by at least a factor of five, from $\sim36$ mm/yr along the Carrizo segment to $\sim5$ mm/yr along the San Bernardino segment. The San Bernardino San Andreas fault slip rate is relatively slow due to the relative motion between the Salton and San Bernardino/Mojave blocks and may serve as a kinematic barrier to the rupture of earthquakes from the central to southern SAF.

Slip rates in and around the Los Angeles Basin are consistent with both thickening and escape tectonics. Dip-slip motion on the Puente Hills Thrust and Sierra Madre fault accommodates active shortening, while left-lateral motion along the southern San Gabriel range front and Raymond Hill fault allows for the escape of material from the Big Bend of the San Andreas fault.

The lack of observable long-term postseismic deformation effects leads us to infer that the viscosity of the lower crust/upper mantle is relatively high. An alternate explanation is that the viscosity of the lower crust/upper mantle is relatively low, but due to the effects from different rupture zones in different parts of the earthquake cycle, we see a superposition of velocities that appears similar to a steady state velocity field. However, this seems improbable due to the observation of localized velocity gradients around faults that are likely late in their earthquake cycles (e.g., San Andreas fault).

Systematic differences between geologic and geodetic slip rates can be explained by time dependent behavior of the southern California fault system. The San Bernardino San Andreas fault appears less active relative to Holocene estimates. In contrast, the San Jacinto fault and faults in the Eastern California Shear Zone are relatively more active compared with geologic estimates, possibly due the effects of temporally clustered earthquakes. The block modeling approach provides a framework for combining geologic and geodetic fault slip rate estimates to better understand the relationship between short- and long-term fault system behaviors.
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