CHAPTER

7
Synthesis Frameworks
In Chapter 6 we presented a simple way of ranking alternatives in a matrix that integrated information from different disciplines.  However, there are many possible frameworks for synthesizing information, any one of which could prove useful in solving your particular problem.  In this chapter we present additional frameworks for synthesis.  These frameworks are meant to help compile a lot of information.  Each piece of the puzzle may in and of itself represent an entire semester long project.  Pulling together the pieces into a coherent framework may be beyond the scope of a course, and consequently this chapter may seem daunting.  Even so, it’s important to communicate the results of analysis with the eventual goal of synthesis in mind.

Alternatively, you may be at the stage of a project where the component pieces have already been assembled, and the bulk of your effort will be to assemble information in a synthesis framework.  In this case, this chapter may seem too superficial and we encourage you to work with your professor and sponsor to seek more information on these, or other, synthesis frameworks.  We’ve provided some Internet links to get you started.
■
MULTI-CRITERIA DECISION AIDE (MCDA)

(with Graham Cox)
Conventional economists generally seek objective, value-free solutions to problems using mathematical optimization techniques.  Such techniques require that all objectives be measurable in the same units, and all forms of uncertainty be reduced to risk, where both possible outcomes and their probabilities are known (recall the discussion on climate change and post-normal science way back in Chapter 1).  Economists therefore put considerable effort into calculating monetary values for different objectives, using a variety of methodologies.

In many cases, this is better than the alternative of ignoring those values which are not captured in monetary terms.  However, as we have explained repeatedly, ecological economic problems by their very nature are multidimensional, involving ecological (scale), social and ethical (distribution), and more narrowly defined economic objectives (efficiency).  Outcomes often vary across time and space, and even within the same time and space may have different impacts on different interest groups as a result of their different circumstances and/or values.  It is rarely possible to optimize across several different objectives simultaneously – improving one objective will generally lead to less favorable outcomes in one or more other dimensions.  It may be even more difficult to optimize outcomes for all interest groups involved.  In other words, most problems are conflictual.

Typically, a number of different criteria or attributes can be used to assess how well each objective is being met.  Some of these criteria can be quantified, while others are qualitative.  Even among the outcomes that can be quantified, it is often extremely difficult to measure them in the same units, and hence difficult to compare them.  Pervasive uncertainty is typical of most ecological economics problems.  All of these issues present serious difficulties to decision-makers.  The effort and ingenuity conventional economists put into monetary valuation might be better spent working on decision-making methodologies able to cope with the complexities of real-world problems. 

Steps in Designing a Multi-Criteria Decision Aide

There is a general approach to decision-making in the presence of multiple conflicting objectives we refer to as multi-criteria decision aide (MCDA).  As we define it, MCDA includes a number of different methods, with a wide variety of names (e.g., multi-attribute or multi-objective evaluation or analysis).  Within this general approach, there are numerous different methods and numerous different software packages for applying any of them.  

Figure 7.1 demonstrates the general hierarchy of an MCDA problem, with the goal at the top, followed by decision alternatives and then various evaluation criteria.  Criteria in this example are grouped as economic (CEc), social (CSc), and environmental (CEv).  


[image: image17.bmp]
Figure 7.1 • General Hierarchy of a Multi-Criteria Decision Aide
MCDA methods simply help formalize the evaluation of tradeoffs amongst competing objectives.  Malczewski provides a fairly generic sequence of components basic to all MCDA processes and particular methods.
  These include:

1.
Define the problem.  This is described as the gap between the desired and existing states, as viewed by the decision-makers, preferably with considerable input from stakeholders.

2.
Specify the set of evaluation criteria.  The evaluation criteria are a statement of objectives and measures for achieving the objectives.  

3.
Generate alternative actions or strategies.  Alternatives should be generated in a way that best achieves the values (the evaluation criteria) specified for a decision problem.  Constraints on the decision should also be specified in order to separate the alternatives into two categories – feasible and infeasible (or, more generally, acceptable and not acceptable).

4.
Evaluate the dominance of decision alternatives.  Dominance is based on the principle that if Alternative A is equal on all criteria to Alternative B and more desirable on at least one criterion, than A dominates B.  At this point it’s also possible to rule out ‘Pareto dominated’ alternatives.  That is, if alternative A meets at least one objective better than alternative B, and meets all other objectives at least as well, we can rule out alternative B.  For most decision problems, the set of non-dominated feasible alternatives is large, so information is needed about the decision-makers preference structure – in other words, a set of rules that describe how an individual would rank particular alternatives within each criterion.
5.
Apply the criterion weights.  Once a decision-maker’s preferences are described within each criterion, a set of weights need to be identified to express the relative importance each individual places upon each criterion.  
6.
Rank the decision alternatives.  Given the set of alternatives, criteria, within and between preferences of criteria, the input data is organized in the form of a decision matrix or evaluation table, similar to the table built in Chapter 6 for Case 6.  This brings the data layers and judgments (preferences and uncertainty) together as an overall assessment of alternatives.  Next an overall decision rule is chose in order to provide either a complete (where no incomparability is allowed) or partial (where two or more alternatives can be incomparable) ranking.  There are many decision rules in the literature, each differing in terms of their consistency, ease of use, and level of understanding on the part of the decision-maker, as well as in their theoretical mathematical foundation.

7.
Perform sensitivity analysis to determine robustness.  This is a procedure to determine how the recommended course of action is affected by changes in the inputs of the analysis.  This can be thought of as an exploratory process by which the decision-makers achieve a deeper understanding of the structure of the problem.  From this the decision-maker can learn how the various decision elements interact to produce the most preferred alternative, and which elements are important sources of disagreement among decision-makers or interest groups.  Sensitivity analysis is necessary given that information available to a decision-maker or stakeholder is often uncertain and imprecise.  There can be errors in the data or information to start with, or the decision-makers can be uncertain about their preferences.  Both can be adjusted in the sensitivity analysis step by adjusting the criterion values and weights.

The first steps in this process should look quite familiar, as it parallels the approach we have taken in this workbook.  The end result of a formal MCDA is a recommendation based on the ranking of alternatives and sensitivity analysis.  The ordering of alternatives is determined by a decision rule embedded in the mechanics of the particular MCDA approach taken.  Particular approaches vary by their ability to: (1) analyze several conflicting, incommensurate criteria; (2) include a large number of alternatives; (3) integrate spatial and aspatial data and the decision maker’s preferences; (4) combine objective and subjective information; (5) find acceptable solutions; (6) incorporate both individual and group-based decisions; and (7) allow the decision-maker to evaluate alternatives by using many procedures.  The selection of the best alternative will depend on the decision rule chosen.  This selection in turn depends on the characteristics of the decision problem (e.g. scale, complexity, uncertainty), the nature of each decision-maker (e.g. ability to articulate preferences), and the makeup of the decision rule itself (e.g. ease of use, time needed to run, or restrictions of the underlying mathematical assumptions).  One size does not fit all.

[BOX 7-1.  Designing an MCDA for Sustainable Forest Management]
Every step of the process benefits from a two way exchange of information and ideas with stakeholders and decision-makers.  Stakeholders can help define the problem, suggest possible alternatives and propose evaluative criteria and provide data.  For some evaluative criteria, stakeholder values will be the data.

Some Internet resources that introduce and review these techniques include:
· Multi-Criteria Analysis Manual.  Prepared for the United Kingdom’s Department of Transportation, Local Government and Regions, this is a fairly accessible manual on MCDA techniques.  It is currently hosted by the Office of the Deputy Prime Minister under their “Creating Sustainable Communities” program.  See, www.odpm.gov.uk/stellent/groups/odpm_about/documents/page/odpm_about_608524.hcsp.

· Trade-Off Analysis Planning and Procedures Guidebook.  Developed by the Institute for Water Resources, U.S. Army Corps of Engineers, this is another fairly accessible guide to MCDA techniques.  See, www.iwr.usace.army.mil.

· MCDA Bibliography.  A tremendous on-line bibliography containing more than 1,700 MCDA related references.  See, www.lamsade.dauphine.fr/mcda/biblio.

· Euro Working Group on Multicriteria Decision Aiding.  A very active research and practioner group on MCDA.  Includes up to date links to meetings and workshops on MCDA.  See, www.inescc.pt/~ewgmcda.

· International Society on Multiple Criteria Decision Making.  See www.terry.uga.edu/mcdm/.

Identifying Preferences

One of the more challenging aspects of MCDA is identifying people’s preferences for specific criteria.  It is not as simple as identifying whether someone prefers more or less of a particular attribute, but how much more or how much less.  Also, where are individuals indifferent between more or less?  Are there thresholds where preferences or indifference change?  If people are affected to different degrees by the problem and/or its solution, how should we weight different people’s preferences?  How do we represent the stark realities of unequal distribution of power over certain decisions?

A family of MCDA methods know as outranking are illustrative of the kinds of choices that are made when trying to capture an individual’s preferences.
  The first distinction made is whether preferences are absolute or relative.  Absolute preference functions rank alternatives solely according to the decision-maker’s desires to maximize or minimize criteria, and the relative differences between alternatives is not considered.  Figure 7.2 illustrates an absolute preference function where the relative difference (horizontal axis) between two alternatives compared on a particular criterion does not influence the score (or outranking) assigned.  Here the score is measured on a scale from 0 to 1, where the dominant alternative (defined by whether the decision maker seeks to maximize or minimize) receives a score of 1 and the dominated alternative receives a score of 0, again, irrespective of their relative difference.  For example, consider the criterion of employment.  If more employment is preferred then an absolute preference function implies that the alternative with the most employment will be strictly preferred to all other alternatives.  No matter how big the difference, the alternative that generates the most employment gets the highest possible score (a one in this example).

[image: image2]
Figure 7.2 • Absolute Preference Function

Relative preference functions, in contrast, assign scores based on the relative difference between decision alternatives.  Consider again the employment criterion.  An alternative with more employment than another may be ranked higher, but perhaps at a rate dependent on the difference.  Figure 7.3 demonstrates two typical relative preference functions.  The linear function simply relates difference to score by a fixed slope, for instance 0.1 ranking points per 10 jobs.  The logistic function (often called a Gaussian preference function) ranks one alternative over another at an increasing rate until an inflection point is reached, followed by a decreasing rate.


[image: image3]
Figure 7.3 • Relative Linear vs. Gaussian Preference Functions

Preference functions can also capture ranges of indifference and strict preference.  Figure 7.4 illustrates a linear preference function with both indifference (I) and preference (P) thresholds.  The indifference threshold allows for two decision alternatives to be different up to a point and yet receive the same score.  The preference threshold captures a point where preferences are no longer relative, i.e. where strict preference is reached.


[image: image4]
Figure 7.4 • Linear Preference Function with Indifference (I) and Preference (P) Thresholds

In an outranking procedure, each criterion for each decision maker is described by a preference function.  The performance of each criterion for each alternative for each decision maker is then computed.  Criteria are then compared by assigning weights, also done separately for each decision-maker.  Finally, by combining intra-criteria weights and inter-criteria preference functions, preference orderings of decision alternatives are estimated for each individual.  This can be taken a step further by assigning weights to each individual in a group and evaluating the overall rank of decision alternatives.
EXERCISE 7.1

IDENTIFYING PREFERENCE FUNCTIONS

In your decision problem, how would you characterize the preference function of a particular individual for a specific criterion?  Would the form and function of these preferences vary among the key stakeholders?  Where might there exist areas of indifference?  Are there thresholds where preferences change from relative to absolute?
Graphical Analysis for Interactive Assistance (GAIA)

One of the more challenging tasks in multicriteria problems is to capture the complexity of decisions in a simple image.  A useful tool for individuals or groups to visualize their “decision space” is the GAIA plane.  The GAIA plane results from a statistical procedure known as a principle component analysis of the ranking scores assigned to alternative decisions.  This procedure creates a visual image of the decision problem that simultaneously compares all decision alternatives and all criteria.  Figure 7.5 below is a GAIA diagram from a multi-criteria project involving the design of management plans for publicly owned forests in New York State that are managed for multiple uses.
  Managing public land for multiple use has historically been a highly contentious issue, and heated debate has been commonplace between the State and various interest groups.
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Figure 7.5 • GAIA Plane comparing criteria for an individual stakeholder

To help resolve these conflicts, six management alternatives were considered and measured by three main categories (economic, social, and environmental) and thirty separate criteria.  This figure represents one of the five stakeholder positions, the Nature Conservation position.  The other five were characterized as Sports Clubs, Snowmobiles, Maximize Timber Production, Nature Protection, and Neighbors.

To interpret the graph, the x- and y-axes serve as reference points to provide a two-dimensional orientation.  Each criterion category is shown as its own vector.  All 30 criterion could also be plotted, but grouping into the three main categories is easier to visualize for this purpose.  The relative proximity of the vectors for the categories indicates whether they are in agreement with each other and which ones are conflicting.  Categories in agreement are similarly oriented; those in conflict point in opposite directions.  In this case, all categories are in different quadrants, but the social and economic are closer to each other than the environmental category.  The position of the alternatives, shown as point symbols, shows the strengths and weaknesses of each alternative.  The closer an alternative symbol is to the vector for a particular criterion, the better it is on that criterion.  For instance, the environmental criterion vector is well aligned with the management options that emphasize watershed or wildlife protection.  Finally, the Pi vector identifies the kind of compromise solution that corresponds to the weights between criteria.  For this particular stakeholder position, the most desirable alternative is to emphasize wildlife protection (Wild), but emphasizing watershed protection (Wat) is a close second.  The scenario defined by emphasizing timber production (Tim) could be a compromise solution with other stakeholder positions, given certain concessions, while the current unit management plan (UMP), returning to the status quo (Sta), or emphasizing motorized vehicle recreation (Mot) are not well suited to the Nature Conservation position.

In order to capture the positions of all five stakeholders, the GAIA plane can also simultaneously compare stakeholders amongst the six alternatives.  In Figure 7-6, the vectors now represent how stakeholders are pulling toward there most favorable alternatives.  The Pi vector is now constructed by weighting the various stakeholder positions, often called equity weights.  During sensitivity analysis the group can vary either criteria or equity weights and rotate the Pi axis throughout the GAIA plane in search of compromise solutions.  In this case, the Sports Clubs, Snowmobiles, and Maximum Timber Production positions are orientated toward the southeast quadrant and closest to the Timber alternative, while the Nature Protection and Neighbors positions are oriented toward the northeast quadrant and closest to the Watershed Protection and Wildlife Conservation alternatives.  All the scenarios pull in the same direction to the right of the centerline indicating that no significant conflict is apparent.  The lower ranked actions of Approved UMP, Motorized Recreation, and Status Quo, all lie in the opposite direction to the pi axis, indicating a conflict with the three top actions.
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Figure 7.6 • GAIA Plane comparing stakeholder positions

The power of this synthetic framework is not the ability to produce one true, right answer, but rather to make explicit uncertainty, trade-offs, and the potential for compromise solutions.  More often than not, stakeholders discover that they are closer than they thought in their values and priorities, or that they’re actually pulling for the same solution but for different reasons.
■
DYNAMIC SYSTEMS MODELING

To help make systems thinking more concrete, a computer language and modeling environment has been created around some of the basic precepts of systems thinking.  In this section we will introduce the language of system dynamics modeling, discuss steps taken in a typical computer modeling exercise, offer some common modeling templates, and provide an example of modeling global dynamics.  Again, depending on your entry point to the problem solving process, this discussion may be too much or too little.  Either way, we hope it peaks your curiosity and maybe even launches a longer exploration into this synthesis framework.

Systems Language

Following a schematic developed by early systems modelers at the Massachusetts Institute of Technology (MIT), state variables (or stocks) are denoted with squares, rates of flow are represented by circles and pipes (thick arrows), fixed parameters are shown as diamonds, model boundaries are pictured as clouds, and information flows and feedback loops are captured with arrows.  For example, Figure 7.7 illustrates a classic classroom example of a bathtub where the tub basin would be represented by a square (level of water) with a rate of flow leading into the square (the faucet) and one leading out of the square (the drain).  Fixed model parameters (diamonds) could include water pressure, pipe diameter, faucet position, etc., depending on the model boundaries.  The clouds represent the source and fate of the water, in this case, and are used to indicate that the model does not capture any dynamics of where the water comes from or where it goes.  The sole concern is describing the dynamics of this single bathtub.
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Figure 7.7 • Basics of Systems Language
Any system that changes over time (and we’re not aware of any that do not) can be described with this simple language.  There are many bells and whistles in drawing these diagrams.  For instance, delays in information flows are sometimes captured as dotted or cross-hatched lines or variables subject to randomness might be draw with a circle encompassing a die.  However, the central elements of icon-based systems language are captured in Figure 7.7.  It’s the structure of the system that you are describing that gets complicated, not the underlying language that describes stocks and flows.  Literally, all that is needed to build a visual model of your system is a pencil and paper, a quick illustration of stocks and flows for a simple system such as a bathtub, and the imagination of your intended audience.

Of course, the diagram is only a starting point.  To fill out a systems model is where the bulk of the technical work and model verification takes place, quantifying these relationships through discipline-specific methods.  Each arrow in a systems model can represent a huge research project in and of itself.

Once the relationships are estimated and programmed, a computer modeling environment can also create a user interface to allow dynamic interaction and learning.  The model then becomes the basis to explore economic, social, and environmental scenarios, with the ability to revise and update to bring local knowledge and technical expertise into closer alignment.  The final product is the means to evaluate complex interrelationships over time and space.
[BOX 7-2.  Mediated Modeling (including Figure 7.8)]

Computer-Aided Systems Modeling

A typical modeling process aided by computers can be summarized in the following steps:

1.
Define problem and goals of the model.  This is where the difficult decision of systems boundaries must be made.  To begin with, keep it simple!  As a systems diagram is expanded, fixed parameters (diamonds) can turn into variables (circles) and clouds can be erased through links to other sub-systems of the larger system you are describing.  

2.  Designate the state variables (squares) and indicate their initial status.  The stocks in your system – what is filled up and what is drawn down – are very often the center piece of a modeling effort.  Each stock can represent its own subsystem, connected as the model expands to other sub-systems.  (Remember, keep it simple to begin with.)  Defining the initial state of each stock is a matter of deciding what it is filled up with, and in what units (for example, meters cubed or gallons of water for the bathtub).

3.
Designate the control variables into and out of the state variables.  What flows into your stock, and what flows out of it, and how do you measure these rates of flow?  Once you’ve decided on the units of measurement for your state variable, describing the rate requires adding a time dimension.  For the bath tub, the flows from both the faucet and the drain might be measured in cubic meters per minute.

4.
Select the parameters that describe the control variables.  How are the rates of flow controlled?  To keep it simple, start with fixed parameters.  These parameters can be made variable later as they are described themselves by other parameters or variables.  

5.
Examine the model for violations of physical, economic, etc. laws.  It is very easy to get carried away with a systems diagram, and before you know it you’re dividing by zero or allowing the spontaneous creation of matter and energy.  It is important at each stage of pushing out the model boundaries to make sure the model works.  For example, does it uphold laws on the conservation of mass, energy, momentum?  Are there any continuity requirements of your variables?  Are the units consistent?  Could your model produce negative volumes or prices or other values that don’t make sense?  Does the model ever try to divide by zero (a common mistake)?

6.
Choose an initial time horizon, set up a graph of state variables, and guess on the outcome.  Again, keep it simple at first.  Try to model a change in your system over a relatively short time frame, perhaps even over a time frame that has already occurred so that you might have some real data to validate.  Guess at an outcome and see if your model matches your intuition.

7.
Run a “Sanity Test”.  Does the model work over the specified time frame?  How well does it match your intuition?  Are there any surprises, and if so, can they be explained with hindsight?

8.
Vary parameters within reasonable extremes and check results.  This is the beginning of sensitivity analysis.  The reason for building a systems model to begin with is to ask “what if” questions.  Again, do the results match your intuition?  Are there thresholds that exist where the characteristic behavior of your system changes?

9.
Compare results to historical data, experimental results, or other models.  Many systems models are designed to investigate both the past and the future.  By simulating past dynamics, data may be available to assess your model’s accuracy.  There may also be other models of similar phenomena or systems to compare with.

10.
Revise the parameters, and the model, to reflect greater complexity.  Slowly expand the boundaries of the model by connecting to other sub-systems and changing exogeneous (determined externally) parameters into endogenous (determined internally) variables.

11.
Frame new questions.  Always be willing to frame new questions or redefine the problem and goals as the model is expanded and revised.  Dynamic modeling should lead to dynamic learning.

There are a number of commercial software packages available to create systems models.  They vary by their ease of use, ability to create user interfaces, and database compatibilities, but all generally follow the icon-based language described above.  Sample programs are available for download with tutorials from PowerSim (www.powersim.com) and Stella (http://www.hps-inc.com/), to name a few.

Modeling Templates

While the complexity and peculiarities of systems diagrams is only limited by the types of systems and imaginations of its participants (in other words, infinite), the structure of sub-systems within your diagram will tend to fall within a discrete family of patterns, or model templates.  Below we consider four such templates in the context of modeling a human population.

The first is the stimulus-response model illustrated in Figure 7.9.  In this simplest of stock-flow diagrams, the flow of net births (births less deaths) into a geographic region’s population is modeled as independent of the region’s current population level – the faucet is open and is pouring into the bathtub, with no feedback from the bathtub itself.  The net birth rate here is modeled as a fixed parameter (diamond), but could itself vary based on other parameters in the system (for instance, health, income, age classes, etc.).  If positive, the population grows; if negative, the population shrinks.  But the bathtub (here the level of population) has no effect on this rate – simple stimulus (growth) followed by response (change in population).  The result is unconstrained linear growth in the case of a positive net birth rate.  If we assume a starting point of 100 individuals, a fixed net birth rate of 2 persons per time period (2% of the original population), and 100 time periods, then the graph below is the resulting time path of the population with an ending population of 300.
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Figure 7.9 • Stimulus-Response Model

In a self-referencing model, illustrated in Figure 7.10, the stock is influential in forming its own rate of flow.  Here the fixed net birth rate is specified in percentage terms, the same 2% of the original population level (or one person in the first time period).  However, the flow of births less deaths is now determined as population times this natural birth rate.  The addition of this one feedback loop results in exponential growth of the population, and a population of 724 individuals at the end of the simulation period.  This is a simple case of a positive feedback loop, capturing the ability of a larger population to produce more and more and more and more  babies (even at a fixed net birth rate).  A negative feedback loop could also be added between population and the net birth rate, perhaps assuming that as the population passes some threshold (a delay) the net birth rate begins to decline and even eventually turn negative.  
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Figure 7.10 • Self-Referencing Model

Of course, not all growth is unconstrained (and certainly not in the long run).  There may be an explicit or implicit target population for a region defined either socio-politically, or ultimately by a region’s environmental carrying capacity.  This dynamic is captured by a goal seeking model, illustrated in Figure 7.11.  Continuing with the population example, suppose a target population of twice the current population, or 200, is the goal.  Net births is now modeled as the fixed net birth rate of 2% times the difference between the target population and the population.  The result is growth at a decreasing rate, only reaching 187 individuals by the end of the simulation period.  In fact, if we expand the time horizon, it takes over 450 time periods to get within 1 individual of the 200 person asymptote.
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Figure 7.11 • Goal Seeking Model

A final example template is the goal setting model, illustrated in Figure 7.12.  In our example, the population state variable is involved in setting its own goal.  To make it a bit more complex, this model assumes that there is a variable land area that sustains the population which fluctuates as a sin curve between 200 and 400 land units.  Perhaps this could capture the dynamics of a fluctuating arable land stock available for agriculture, possibly following a cyclical weather pattern.  Population density is then calculated as persons per land unit, which itself fluctuates but in an upward sloping trend due to the 2% fixed population growth rate.  A variable population target is then set by a linear relationship between density and a high target of 200 and a low target of 100.  The result is a fluctuating approach path to a cyclical target level.
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Figure 7.12 • Goal Setting Model

Modeling the Limits to Growth

These fairly straightforward templates can be reproduced and linked together to begin to capture some fairly complex interrelationships between economy, society, and the environment.  One of the earliest questions asked by the new generation of icon-based systems models in the late 60s was: When and how might the world economic system reach its physical, environmental, and social limits to growth?  In April 1968, a group of thirty individuals from ten countries representing an array of disciplinary training gathered together in Rome to discuss this “predicament of mankind”.  This work culminated in the 1972 book The Limits to Growth.

Figure 7.13 reproduces an early version of Jay Forrester’s World Dynamics Model, one of the first generation of models to explore these questions.
  We provide this illustration to show how the systems language and templates presented above can be linked together to begin to produce a mental model of how a complex system functions.  In this model, the main subsystems of concern were population growth (stock P), natural resource depletion (stock NR), pollution generation (stock POL), food production (captured as a food ratio (FR)), and capital investment in built capital (stock CI) and agriculture (stock CIAF).  Each circle with a graph simple represents an estimated relationship between two variables, and every link in the chain can be traced back to each stock and flow.  As these models move from chalkboard to computer screen, the dynamics can be researched and captured through various disciplinary and interdisciplinary pursuits, and then synthesized into a workable, testable model amenable to posing many questions without affecting the underlying system being studied.
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Figure 7.13 • Early Schematic of Forrester’s World Dynamics Model


As with the MCDA framework, the power of dynamic modeling is not to produce one optimal, defensible solution but rather to shed some light on a complex system.  The journey (building the model) is more important than the outcome (the final model and simulations).  The word dynamics model sparked decades of new questions, research, and debate over the natural resource, environmental and social limits to growth.  Insights from this grand synthesis continue to challenge the reining paradigm of limitless economic growth.
EXERCISE 7.2

SPAGHETTI DIAGRAMS

The schematic of the World Dynamics Model in Figure 7.13 is an example of what are sometimes called “Spaghetti Diagrams”.  In fact, this is a fairly neat pile of spaghetti, as they usually start with arrows crossing every which way.  While there is a computer code that describes in detail all the relationships of such a schematic, most systems models start with a big messy brainstorm on a chalk or poster board with nothing more than a chalk or pen and the knowledge and imagination of the participants.  Sounds like a great exercise!

For you problem (or for any of the cases described throughout the workbook) draw a spaghetti diagram describing the key stocks and flows of you system.  Use the convention introduced in Figure 7.7, and remember to start simple.  Here are some questions to get you started:
1. What’s a key stock (bathtub)?  Draw a square.
2. What fills up the stock?  Draw a thick arrow and circle pointing to the square.

3. What drains the stock?  Draw a thick arrow and circle leading away from the square.

4. Do these flows come from or go to any other key stocks that you wish to describe?  If not, draw a cloud (it can always be erased later).

5. Next, what are the parameters that describe the rates of flow of either faucets or drains?  Draw a diamond to denote a fixed parameter, or a circle to denote a variable that will be determined by something else in your diagram.  Use single line arrows to denote an information link.
6. Are there any feedbacks between the level of the stocks and the flows or variables?  Draw a single line arrow denoting these.

7. Do any of these relationships have significant time delays?  If so, then draw with a dotted line.

As you start to make a mess (a big pile of spaghetti) keep in mind the simple templates introduced above, and the fact that larger systems can be described as a collection of sub-systems.  If you’re working in a large group, you might split up and have smaller groups each draw a diagram for key sub-systems, figuring out how to connect them all at a later step.

Ultimately, the finished product doesn’t have to be a computer program.  Just this diagrammatic exercise can help form a more synthetic mental model of your system, paving the way for synthesizing the results of your analysis into a more coherent whole for communication.
■
OTHER POTENTIAL SYNTHESIS FRAMEWORKS 
MCDA and dynamic systems modeling represent two synthesis frameworks that have been particularly popular in ecological economics.  However, there are many other frameworks that have been used to synthesize the pieces of analysis into a coherent whole for communication.  Below we briefly summarize three more frameworks – including input-output analysis, geographical information systems, and life cycle assessment – with suggestions for where to look for more detailed information.
Input-Output Analysis (IO)
For lack of a better descriptor, we’ll call this framework by it’s most well-known name and acronym: input-output analysis or IO.  The framework draws on a number of ideas in a rather diffuse literature, including social accounting matrices and natural resource accounting.  

IO in and of itself is a widely used tool in national and regional economic analysis.  Developed in the 1930s by Nobel laureate Wassily Leontief,
 IO is a system of accounting relations used to describe the interdependencies between various components of an economy.  The IO system is represented as an extension of the economic sphere in Figure 7.14.  The three boxes symbolize the main systems of accounts – final demand, industry production, and value-added inputs – in a traditional IO system.  

However, by itself, the economic sphere misses key dependencies between the economic and social systems.  In particular, the need for a more detailed treatment of the relationships within and between households and industry led researchers, beginning with the work of Nobel laureate Richard Stone in the 1960s,
 to expand the IO system into a social accounting matrix (SAM).  In the SAM, components of final demand and value-added are called institutions.  The interdependencies between and among industry and institutions are illustrated by the three boxes linked to the social sphere of Figure 7.14.  For instance, households specified as an institution (not just a factor input of labor) can reveal their non-labor inputs to industry in the left matrix, distribution of labor income in the center matrix, and interdependencies with other institutions in the right matrix (the distribution of rents, profits, and net taxes to households).

A SAM (initially developed in a problem-based class in regional ecological economics, see Box 7-3) formed the basis for investigating economic change in the Dutchess County project described in Case 4.
  The semi-conductor industry was described in the economic accounts which were then tied to households in the social accounts through relations with the local labor supply from different income and occupation groups.  In scenario analysis, an expanding semi-conductor industry describes a key source of new household demand in the county, and forms the basis for a policy discussion on how to plan for these new demands on the landscape.
Finally, to complete the image of a nested system of accounts within Figure 7.14, economic activity and its distribution is linked to the ecosystem.  To explore these linkages, the basic IO/SAM framework has been expanded to incorporate environmental and natural resource accounts. In Figure 7.14, inputs from the environment to industry and institutions are tallied in the bottom two matrices, and outputs from industry and institutions to the environment are tallied in the far right matrices.  Environmental inputs studied in the framework include energy, minerals, water, land, and numerous ecosystem services.  Outputs discarded into the environment include the gamut of solid, liquid, and gaseous wastes.

[image: image13]
Figure 7.14 • Integrated System of Input-Output Accounts.

IO is a big can of worms, and we’ve only cracked the lid here.  There are a number of resources available on the internet that fully describe these interrelated approaches, including:
· Carnegie Mellon Green Design Initiative.  This group has developed an Economic Input-Output Life Cycle Assessment tool (see, www.eiolca.net) combining the frameworks of input-output analysis with life cycle assessment (described below) that estimates the overall environmental impacts from producing a certain dollar amount of any of 500 commodities or services in the United States.
· United Nations project on Integrated Environmental and Economic Accounting.  A project sponsored by the United Nations to provide economic and environmental information in a common framework.  The project provides “satellite” accounts to national input-output tables for (1) pollution, energy and materials, (2) environmental protection and resource management expenditures, (3) natural resource assets, and (4) valuation of non-market goods and services.  See, unstats.un.org/unsd/envAccounting/seea.htm.
· The Web Book of Regional Science.  A collection of free online books at the Regional Research Institute at West Virginia University, including a valuable IO resource titled “Regional Impact Models” by William Schaffer of the Georgia Institute of Technology.  See, www.rri.wvu.edu/regscweb.htm.

· Minnesota IMPLAN Group.  Much of the IO work in the U.S. is based on a regional database called IMPLAN (IMpact analysis for PLANning).  IMPLAN tables are available for any collection of states, counties, or zip codes in the U.S. based on federal and state databases, which can then modified using best available local data.  See, www.economicanalysis.com.

· TruCost, PLC.  A private company that has developed a methodology (based on environmental input-output analysis) to estimate the “TruCost” of a particular firm or industry’s production.  See, www.trucost.com.

[BOX 7-3: Teaching Regional Ecological Economics through IO and GIS Projects]

Geographical Information Systems (GIS)
An invaluable synthesis tool that has been used now in countless economic, social, and environmental planning endeavors is geographical information systems, or GIS.  Layers and layers and layers of maps . . . that’s GIS in a nutshell.  With the increasing power of personal computers, GIS allows the ecological economist to overlay information tied (geocoded) to a map of a particular geography and analyze a myriad of spatial relationships between economy, society, and the environment.
For example, returning to Case 4 in Dutchess County, the countywide SAM was referenced to a geographical information system in order to link economic change to spatial patterns of land-use.  The geo-referenced SAM placed household institutions (disaggregated by both occupation class and income range) within the spatial context of race, education, age, commuting patterns, wealth, income, and numerous other census-defined household characteristics.  Spatial patterns and concentrations of industry sectors were viewed with business point data and linked to information on business size, year of establishment, and income range.  The spatial dimensions of the entire economy (both institutions and industry) were further referenced to tax parcel data with information on acreage, taxable use, zoning, infrastructure, and various ownership characteristics.  These ownership units were then linked to biophysical characteristics such as soil, slopes, wetlands, and location within watersheds to better understand biophysical constraints to development.  The layered maps were then able to support a much richer scenario analysis of future development patterns in a second stage of model development.

GIS in the Dutchess County project provided an ideal medium to synthesize many layers of data and analysis.  In fact, a GIS was developed early in the project during a problem-based class in regional ecological economics (see Box 8-3).  This work formed the basis for a point-n-click GIS, similar to a web page, which helped stimulate a discussion of ecological economic issues during an early project scoping session with stakeholders.  Figure 7.15 is the “home page” for this GIS that was developed to easily access and layer various economic, land, and social characteristics.  Each item is linked to more maps that can be zoomed in and out within the county and watershed boundaries.  If users are interested in a specific locality, they can zoom in and see more detailed information such as road networks; waterways and lakes; parks; churches, prisons, and other institutions; businesses coded by industry sector; tax parcels coded by assessed use; and even photographs of the area.
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Figure 7.15 • GIS home page for the Dutchess County project discussed in Case 4.

There are countless internet resources that describe GIS and its application in much more detail.  There are a number of GIS software companies, including products developed by the Environmental Systems Research Institute (www.esri.com), used widely in the regional planning and academic communities, as well as products geared more toward business clients such as MapInfo (www.mapinfo.com).  Here are a few examples of ecological economics projects that have a significant GIS component:
· The Baltimore Ecosystem Study.  As a part of the National Science Foundation's Long-Term Ecological Research Network, this project seeks to understand how Baltimore’s ecosystems change over long time periods.  This is one of the first urban LTER sites, with a specific focus on human drivers of urban ecosystem change.  See, www.beslter.org.
· The Patuxent Landscape Model.  A long-term project aimed at developing integrated knowledge and tools to enhance the predictive understanding of watershed ecosystems and their linkage to human factors affecting water and watersheds.  The project team, now at the Gund Institute for Ecological Economics at the University of Vemront, worked in collaboration with state, local, and federal management agencies to develop an adaptive framework for managing watersheds using the Patuxent and Choptank River subwatersheds of the Chesapeake Bay in Maryland as test sites.  See, www.uvm.edu/giee/PLM/.
· The Everglades Landscape Model.  A regional-scale, integrated ecological assessment tool designed to understand and predict the landscape response to different water management scenarios in south Florida, USA. In simulating changes to habitat distributions, the ELM dynamically integrates hydrology, water quality, soils, periphyton, and vegetation in the Everglades region.  See www.sfwmd.gov/org/wrp/elm/.

Life Cycle Assessment (LCA)
Sometimes referred to as a “cradle-to-grave” assessment, LCA is a formal method of evaluating all the environmental impacts that a product (or product function) creates over its entire lifespan.  It is the principle tool of the field industrial ecology.  Figure 7.16 highlights the typical stages in a product’s life, pointing to potential opportunities to tighten the loop through re-use or recycling and reduce environmental impacts through new manufacturing, packaging, or marketing opportunities.  LCA is popular in business applications of ecological economics, in particular development of new purchasing strategies and product and process design.  It also provides a thorough conceptual framework for developing eco-labeling criteria, informing consumers about the environmental or social aspects of a product’s full life cycle.  
Some useful web resources on LCA and industrial ecology include:

· Life Cycle Assessment Links.  A web page with an assortment of LCA links in academia, industry, government agencies, and NGOs.  See, www.life-cycle.org.

· United Nations Environment Program (UNEP) Life Cycle Initiative.  Created with the goal, “To develop and disseminate practical tools for evaluating the opportunities, risks, and trade-offs associated with products and services over their entire life cycle to achieve sustainable development.” See, www.uneptie.org/pc/sustain/lcinitiative/.
· LCAccess.  Program of the U.S. Environmental Protection Agency’s National Risk Management Research Laboratory, providing a gateway to LCA cases, data, and resources.  See, www.epa.gov/ORD/NRMRL/lcaccess/index.htm.

· International Society for Industrial Ecology.  See, www.is4ie.org.
[image: image15.jpg]extraction and processing
of raw materials

eventual recycling or
disposal as waste at

the end of its useful life manufacturing

Life-cycle
Assessment
ofa product
or function

use, re-use and
maintenance of

the product

marketing





Figure 7.16 • Elements of a Life Cycle Assessment.
 
Project Step VII

Choosing a Synthesis Framework

For this project step, we’ll take our own advice from the systems modeling discussion above and keep it simple.  Here’s one of two possibilities for this project step:

1.
If you’re working on a project that already has a well-developed problem definition and much analysis, then perhaps this chapter was a good starting point for choosing a synthesis framework.  Great!  Use any of the above discussions as a starting point only and have fun in further exploring the literature, case studies, or discovering (or even developing!) a framework we’ve failed to mention.  
OR

2.
If you’re working on a project that is far from the synthesis step, let alone choosing a framework, then consider this chapter as a glance to the horizon.  Even if you don’t get to a full blown synthesis of the results from analysis, it’s always a good idea to have the synthesis goal in mind.  Your method and organization of analysis may be influenced by what you think might ultimately occur during synthesis.  In fact, remember the problem-solving process is very circular (even those this workbook makes it seem linear).  You may in fact start with a process like spaghetti diagrams described in Exercise 8.2, or mediated modeling with an expert on hand as described in Box 8-2, to help you define the problem to begin with.
In either case, your task in this project step is to choose a synthesis framework and research its potential, shortfalls, and past uses.  Dig up a lot if #1 above, a little if #2.
BOX 7-1.  Designing an MCDA for Sustainable Forest Management

In the Northern Forest ecosystem of the northeastern United States, conflicts over public and private forestland management are inherently complex and dynamic, involving diverse ecological systems and services, economic and recreation uses, and local and absentee land owners.  Social goals that require landscape level decisions and broad community participation have historically run up against the legally defined rights of the individual landowner acting in isolation from larger community interests.  For example, managing a forest tract to maximize timber production is often at the discretion of a single property owner, made at a scale delineated by tax maps and a time horizon measured in yearly earnings.  However, other values of the same forest tract may be more communal (e.g., water quality regulation, habitat protection, recreation opportunities), yet have no easily identified spatial boundaries, time dimensions, or publicly held values.  To reconcile conflict over forest resource values, innovative sustainable forest management systems require an inclusive, transparent, democratic group process and decision-making framework that explicitly recognize uncertainty in ecological economic systems, feedback loops between socioeconomic and ecological complexity, conflicts amongst competing uses and land ownership patterns, and political power within and between stakeholder positions.

To help provide some structure to this complexity, a problem-based course was developed in close collaboration with a citizen’s group organized around the economic, cultural, and environmental vitality of one of Vermont’s largely forested watersheds.  Working with the White River Partnership (www.whiteriverpartnership.com), the class helped work through the initial stages of designing an MCDA.  During a workshop on envisioning the future of the forest lands of the White River watershed, students acted as facilitators, recorders, and reporters with small groups of local stakeholders (including landowners, loggers, state agencies, forest products interests, and recreation users).  Visions and goals for forest lands where carefully crafted into objectives and measurable criteria.  Student research was then organized around determining the status and trend of each criteria, drawing on stakeholder phone interviews, state agency reports, and more traditional library and internet research.  The student’s hard work formed the basis for a more formal MCDA exercise that carried into the summer.  While the constraint of a one semester class did not leave enough time for a complete problem definition, analysis, synthesis, and communication, the pre-analytic goal of synthesis and communication to landowners, timber and recreation interests through an MCDA framework helped shape the analysis of more specific, meaningful objectives.
BOX 7-2.  Mediated Modeling

Marjan van den Belt
Dynamic systems models can provide a powerful tool to synthesis expert knowledge of how a particular system behaves over time.  However, a model alone can’t make tough decisions to act and shape behavior towards desirable goals.  In fact, at times expert-driven processes such as modeling can get in the way of shared understanding and commitment to changing the status quo.  At the other end of the spectrum are mediated discussions that can result in consensus on the problem, but often lack the quantitative framework to visualize potential solutions.
Mediated modeling brings together mediation and modeling into a common framework in which both experts and stakeholders can participate in a process that potentially: (1) increases the level of shared understanding among a group, (2) builds consensus about the structure of a complex topic and its dynamics, (3) provides a strategic and systematic foundation or backbone for investigating policy, research, or management alternatives, and (3) serves as a tool to disseminate insights gained by the participants.
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Figure 7.8 • Increased shared understanding versus building consensus.

BOX 7-3.  Teaching Regional Ecological Economics through IO and GIS Projects

In a problem-based course in regional ecological economics, students had the opportunity to blend traditional guest lectures and discussion on regional economic theory with a hands-on opportunity to develop economic models and geographical information systems describing regional economies in or near the Albany Capital District of New York State.  Student groups formed to design a GIS for four local counties, and then evaluate various current economic events with a county-level IO model using IMPLAN data.  None of the students had prior experience with IO or GIS, so these techniques are fairly straightforward given today’s software packages.  Each of these studies were done in communication with local citizen groups or government agencies struggling with regional ecological economic issues.  For the final class projects, each group member chose a development issue in their study region, conducted their own impact or GIS analysis, and wrote a short article targeted for local newspapers.  A sample of the topics included: regional public transportation design, downtown revitalization of the City of Troy, the economic and cultural impact of a new waterfront marina on the Hudson River, an assessment of the decline in update New York’s pulp & paper industry, a comparison of the benefits and burdens of suburban sprawl, and the economy-wide impacts of community supported agriculture.
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� This section draws on a doctoral dissertation in ecological economics by Graham Cox, “Applying Multicriteria Decision Analysis in Participatory Planning for Sustainable Management of the New York State Forest,” Ph.D. Dissertation, Ecological Economics, Rensselaer Polytechnic Institute, Troy, NY, May 2003.


� Malczewski, J., GIS and Multicriteria Decision Analysis, John Wiley and Sons, New York, NY, 1999.


� Also drawn from Cox (2003), see footnote 1.


� Case study is reported in Cox (2003), see footnote 1.  The MCDA software program used in this synthesis was Decision Lab 2000, see www.visualdecision.com.


� Based on Hannon, Bruce and Matthias Ruth, Dynamic Modeling (New York:  Springer-Verlag, 1994).


� The model is well documented in two books:  Forrester, Jay W., 1971: World Dynamics; and Meadows et al. 1972: The Limits to Growth.


� See Leontief’s page on the Nobel Prize Internet Archive: www.almaz.com/nobel/economics/1973a.html.


� See Stone’s page on the Nobel Prize Internet Archive: almaz.com/nobel/economics/1984a.html.


� Described in a doctoral dissertation in ecological economics by Audra Nowosielski, “Geo-Referenced Social Accounting with Application to Integrated Watershed Planning in the Hudson River Valley,” Ph.D. Dissertation, Ecological Economics, Rensselaer Polytechnic Institute, Troy, NY, Aug. 2002.


� Figure 1 from Gowdy, J.M. and J.D. Erickson, “The Approach of Ecological Economics,” Cambridge Journal of Economics, forthcoming.


� Described in a doctoral dissertation in ecological economics by John Polimeni, “A Dynamic Spatial Simulation of Residential Development in the Hudson River Valley, New York State,” Ph.D. Dissertation, Ecological Economics, Rensselaer Polytechnic Institute, Troy, NY, Aug. 2002.


� Figure 4 from Nowosielski (2002), see Footnote 8.


� Source: Sustainable Agri-Food Production and Consumption Forum, www.agrifood-forum.net/practices/lca.asp.


� See Marjan van den Belt, Mediated Modeling: a system dynamics approach to environmental consensus building, Island Press, Washington, DC, 2003. 


� Figure 2.2 from van den Belt (2003), see Footnote 13.
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