3.11 Theorem For any matrix, the row rank and column rank are equal. Proof Bring the matrix to reduced echelon form. Then the row rank equals the number of leading entries since that equals the number of nonzero rows. Then also, the number of leading entries equals the column rank because the set of columns containing leading entries consists of some of the $\vec{e}_{i}$ 's from a standard basis, and that set is linearly independent and spans the set of columns. Hence, in the reduced echelon form matrix, the row rank equals the column rank, because each equals the number of leading entries.

But Lemma 3.3 and Lemma 3.10 show that the row rank and column rank are not changed by using row operations to get to reduced echelon form. Thus the row rank and the column rank of the original matrix are also equal.
3.12 Definition The rank of a matrix is its row rank or column rank.
3.13 Theorem For linear systems with $\mathfrak{n}$ unknowns and with matrix of coefficients $A$, the statements
(1) the rank of $A$ is $r$
(2) the vector space of solutions of the associated homogeneous system has dimension $n-r$
are equivalent.
Proof The rank of $A$ is $r$ if and only if Gaussian reduction on $A$ ends with $r$ nonzero rows. That's true if and only if echelon form matrices row equivalent to $A$ have $r$-many leading variables. That in turn holds if and only if there are $n-r$ free variables.

