
VACC Cluster Specs

Introduction

The Vermont Advanced Computing Center (VACC) is a core facility of UVM, managed by the Office of the Vice President for Research in partnership with UVM’s Enterprise Technology Services (ETS) in support of compute and data intensive research programs across disciplines. The VACC hosts CPU- and GPU-focused clusters.  

Our CPU cluster, “BlueMoon,” has 161 nodes, providing 8392 compute cores.  5120 of these cores are available via HDR Infiniband.

Additionally, VACC hosts a GPU cluster named DeepGreen, composed of 80 NVIDIA Tesla V100 SXM2 GPUs capable of over 8 petaflops of mixed precision calculations in aggregate. Each DeepGreen node is connected to its neighbors and NVMe storage by four HDR100 Infiniband connections. Its hybrid design can expedite high-throughput artificial intelligence and machine learning workflows, and its extreme parallelism allows for transformative research pipelines. It is well-suited to support training and inference using neural models.

The DataMountain cluster that the VACC hosts is focused on large-memory sharded MongoDB to support near real-time access to enormous data files, supporting projects that require such speed to effectively analyze, describe, and explain rapidly growing datasets.

The VACC also hosts a small cluster with 48 AMD MI50 GPUs named BlackDiamond. The VACC provides 100Gb, 40Gb, 25Gb, and 10Gb Ethernet connections to different portions of the cluster.
  
IBM Spectrum Scale (GPFS) filesystems are available for storing research data and software during computation.  These filesystems provide 1.6PB of storage, with roughly 20% of capacity housed on NVMe/Flash storage devices for performance.

SLURM is provided for scheduling and resource management. Open OnDemand is available to users who are less comfortable with the command-line or need a graphical interface.

The VACC provides a number of open-source software packages to users, as well as a variety of licensed application software, in-house community-developed code, and tools for usage. VACC also supports various libraries for chemistry, molecular dynamics, neural networks, and image processing, as well as support packages for building high-performance software applications.

Andrea Elledge (Program Director) is the current Administrative Director of the VACC, where she works in partnership with UVM’s Chief Technology Officer to oversee all HPC clusters, IT technicians, user growth, HPC education, and onboarding of new faculty and students. 


BlueMoon specs
· 39 dual-processor, 128-core AMD Epyc 7763 PowerEdge R6525 nodes, with 1TB RAM each. Mixed use: Infiniband connected HDR100 for file access as well as MPI communication along with 25Gb Ethernet
· 2 dual-processor, 128-core AMD Epyc 7763 PowerEdge R7525 nodes, with 1TB RAM each and 1 A100 GPU
· 1 dual-processor, 64-core EPYC 7543 PowerEdge R7525 node, with 4TB RAM. Infiniband connected HDR100 for file access, 10/25Gb Ethernet
· 32 dual-processor, 12-core (Intel E5-2650 v4) Dell PowerEdge R430 nodes, with 64GB RAM each, 10Gb Ethernet-connected
· 8 dual-processor, 12-core (Intel E5-2650 v4) Dell PowerEdge R430 nodes, with 256GB RAM each, 10Gb Ethernet-connected
· 9 dual-processor, 20 core (Intel 6230), PowerEdge R440, with 10GB RAM, 10Gb Ethernet-connected
· 3 dual-processor, 10-core (Intel E5-2650 v3) Dell PowerEdge R630 nodes, with 256GB RAM each, Ethernet-connected
· 40 dual-processor, 10-core (Intel E5-2650 v3) Dell PowerEdge R630 nodes, with 64GB RAM each, Inﬁniband 4XFDR (56Gb)-connected
· 2 dual-processor, 12-core (Intel E5-2650 v4) Dell R730, with 1TB RAM
· 1 dual-processor, 8-core (Intel E7-8837) IBM x3690 x5, with 512GB RAM
· 2 dual-processor, 12-core (Intel E5-2650 v4) Dell R730 GPU nodes, each with 2 Nvidia Tesla P100 GPUs
· 2 I/O nodes (Dell R740xd) with 40GbE, 200Gb HDR, along with 2 I/O nodes (Dell R430s, 10Gb Ethernet-connected) connected to:
· 1 Dell MD3460 providing 287TB storage to GPFS
· 1 Dell ME4084 providing 751TB of spinning disk storage
· 1 IBM FS7200 providing 187TB of NVMe-attached FlashCore Module storage
 
 
DeepGreen specs
· 10 GPU nodes (Penguin Relion XE4118GTS) each with:
· 2 Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz (2x 16 cores, 22M cache)
· 768GB RAM (256GB for GPFS pagepool)
· 8 NVIDIA Tesla V100s with 32GB RAM
· 4 2-lane HDR (100Gb/s, so 400Gb/s/node) Inﬁniband links to QM8700 switch
· 2 NVMe nodes, each with 88TB NVMe devices (12x8TB), replicated to provide dedicated 88TB NVMe-over-fabrics ﬁlesystem
· Mellanox QM8700 switch running at HDR speeds


DataMountain specs
· 8 large memory nodes (HPe DL380G10P) each with:
· 2 Intel Xeon 6348 CPUs
· 8TB of Intel Optane PMem in memory mode plus 1TB DRAM for memory
· 10 7.68TB NVMe storage devices
· 25Gb Ethernet


BlackDiamond Specs
· 6 GPU nodes, each with:
· 1 AMD EPYC 7642 48-core processor
· 8 AMD Radeon Instinct MI50 Accelerators (32GB)
· 512GB DDR4-3200MHz RAM
· HDR100 Infiniband links to QM8700 switch


