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Research on the relationship between the architecture of ecological networks and community stability has mainly focused on one type of interaction at a time, making difficult any comparison between different network types. We used a theoretical approach to show that the network architecture favoring stability fundamentally differs between trophic and mutualistic networks. A highly connected and nested architecture promotes community stability in mutualistic networks, whereas the stability of trophic networks is enhanced in compartmented and weakly connected architectures. These theoretical predictions are supported by a meta-analysis of the architecture of a large series of real pollination (mutualistic) and herbivory (trophic) networks. We conclude that strong variations in the stability of architectural patterns constrain ecological networks toward different architectures, depending on the type of interaction.

Robert May (1) showed that ecological complexity (defined in terms of the number of interacting species and the frequency of their interactions) constrains the stability of randomly assembled interaction networks. Although May’s model included different types of interactions, most theoretical studies since then have focused mainly on trophic interactions. These studies have revealed that many architectural patterns found in real food webs, such as patterns of interaction strength in omnivory loops (2, 3) and allometric degree distributions (4), tend to enhance community stability and species coexistence (5). During the past decades, studies have also investigated with success the particular architecture of mutualistic interactions (6, 7). For those mutualistic networks, asymmetry in interaction strength (8) and nestedness (9, 10) appear to stabilize the community. The variety of approaches used, as well as the focus on a single interaction type at a time, make the differences between trophic and mutualistic networks still unclear and very speculative, especially because food webs are traditionally represented as unipartite networks, whereas mutualistic networks are bipartite (7). We made a systematic comparison between trophic and mutualistic bipartite networks, at different levels of complexity, to test whether the type of interaction affects the relationship between network architecture and stability. First, we followed a model approach in which we analyzed the relationships between community stability and a wide range of major network architectural patterns in mutualistic and trophic networks. Then we compared the model predictions with observed network architectures in a large collection of real pollination (mutualistic) and herbivory (trophic) networks.

We built a population dynamics model that can simulate the changes in species densities over time in either mutualistic or trophic networks (11). We used it to simulate the dynamic of 7.2 × 10^5 mutualistic and trophic networks, which varied in architecture regarding four main architectural patterns: diversity, connectance, nestedness, and modularity. The values of these indices respectively describe the number of species, the relative number of interactions, the level of sharing of interaction partners among species, and the degree of compartmentalization of the networks. These architectural patterns have been historically described in ecological networks (7, 12), and despite the relationships between them, they can provide complementary information on how interactions are organized in communities (13). During the simulations, some species could become extinct before equilibrium was reached, thus altering the initial architecture of the networks. These extinctions led mutualistic networks to become more connected, more nested, and less modular. In contrast, species extinctions led to trophic networks that were less connected, less nested, and more modular (Fig. 1, A to D, F, and G). Because nestedness and modularity values are related to network diversity and connectance, we also calculated the relative nestedness and the relative modularity. These indices measure how nested and modular a network is as compared with the mean expected nestedness and modularity under a given null model. Following the approach developed for the study of nestedness in mutualistic networks, we used a null model that assumes that the probability of interaction between a plant and an animal depends on the observed number of interactions of both species (7, 11). Changes in relative nestedness and relative modularity follow qualitatively the same trend as changes in nestedness and modularity. Mutualistic networks increase in relative nestedness whereas trophic networks increase in relative modularity and decrease in relative nestedness. These results indicate that the alterations in network architecture are linked not only with modifications of diversity and connectance but also with complex arrangements of interactions (Fig. 1, E and H). The dynamic and stability of the networks thus constrain the existing structure of mutualistic and trophic networks toward opposite network patterns.

Because the links between community architecture and stability can depend on the stability metric used (14), we measured two distinct indices of stability: persistence (the proportion of persisting species once equilibrium is reached) and resilience (the speed at which the community returns to the equilibrium after a perturbation). We analyzed the results of our simulations by using structural equation modeling (path analysis) to disentangle the direct effects of network diversity and connectance on community stability, as well as their indirect effects mediated through changes in nestedness and modularity. As illustrated in Fig. 2
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**Fig. 1.** Final architecture of mutualistic (gray) and trophic (red) networks once equilibrium was reached, against their initial structure, regarding connectance (A and B), nestedness (C and D), and modularity (F and G). (E) and (H) represent box plots of the difference between final and initial architectures in relative nestedness and relative modularity, respectively, for mutualistic (red) and trophic (gray) networks. The bottom and top limits of each box are the lower and upper quartiles, respectively; the horizontal black band within each box is the median; and error bars equal ±1.5 times the interquartile range.

**Fig. 2.** Summary diagrams of the effects of the different network architectural patterns on the persistence (A and B) and resilience (C and D) of mutualistic [(A) and (C)] and trophic [(B) and (D)] networks. The thickness of the arrows is scaled to standardized coefficients from path analysis and illustrates the relative effect strength. Negative effects are represented in red and positive effects in black. The effects of connectance and diversity are split between direct effects and indirect effects through changes in modularity and nestedness. The strength of the indirect effects is calculated by the product of the coefficients along the path. For example, in (A), connectance has a direct effect of strength 0.07, an indirect effect through modularity of strength 0.43 (−0.81 × −0.53), and an indirect effect through nestedness of strength −0.026 (0.87 × −0.03), which lead to an overall connectance effect of 0.47.
and fig. S1, network architecture has an opposite effect on the stability of mutualistic networks as compared to trophic ones, a result that is consistent along diversity, connectance, nestedness, and modularity gradients and for both the persistence and resilience of the community (15). Higher diversity and connectance promote the persistence and resilience of mutualistic networks, but they destabilize trophic networks. For mutualistic networks, modularity decreases the persistence of the network, and nestedness increases its resilience. In contrast, for trophic networks, nestedness decreases the persistence of the network, and modularity enhances its resilience. The results of the structural equation models further reveal that a large part of the effects of connectance and diversity on persistence is mediated through changes in network modularity and nestedness (Fig. 2). On the contrary, connectance and diversity directly affect community resilience, whereas the indirect effects mediated through changes in nestedness and modularity are weaker. These results also show that nestedness and modularity have singular effects on stability, especially on persistence, and despite their strong negative correlation, these two indices thus capture different aspects of network architecture. This highlights the importance of moving beyond traditional measures of topology (such as connectance) and using more integrative indices (such as nestedness and modularity) to improve our understanding of the determinants of community stability.

To test our theoretical predictions, we compiled a large data set of published networks describing either mutualistic or trophic interactions, and we analyzed their architecture (16). These networks represent 34 pollination networks and 23 herbivory networks (table S5). Pollination and herbivory network architectures differ in the relationship between diversity and connectance, as well as in their values of nestedness and modularity. Connectance is negatively related to diversity ($F_{1,53} = 67.59, P < 0.0001$) but decreases faster with increasing diversity in herbivory networks than in pollination networks ($F_{1,53} = 5.01, P = 0.0295$; Fig. 3), indicating that highly diverse herbivory webs tend to be less connected than pollination webs of similar diversity. Even after accounting for these differences in connectance, pollination networks are more nested than herbivory networks ($F_{1,51} = 25.12, P < 0.0001$; Fig. 3, table S2, and fig. S2), whereas the opposite pattern is found for modularity ($F_{1,51} = 77.93, P < 0.0001$; Fig. 3, table S2, and fig. S2). Two herbivory networks, however, exhibit a very high level of nestedness. Although both involve leaf-chewing insects (grasshoppers), these outliers do not seem to be related to this particular type of feeding (see table S5). We also calculated the relative nestedness of these empirical data sets to test whether the observed values are different from what is expected from a null model. Relative nestedness is significantly higher in pollination networks than in herbivory networks (Welch $t$ test, $t = -4.75, df = 25.85, P = 6 \times 10^{-6}$), thus strengthening our previous results. Although herbivory networks tend to have a higher relative modularity than pollination networks, the difference is not significant (Welch $t$ test, $t = 1.47, df = 52.74, P =

![Fig. 3.](https://www.sciencemag.org/战胜16_2010) Each dot represents an empirical network, either pollination (black) or herbivory (red). Gray and red box plots correspond respectively to pollination and herbivory networks. (A) Relationship between network diversity and connectance. (B) Relationship between network nestedness and modularity, with box plots of nestedness (below) and modularity (left). (C and D) Box plots of relative nestedness and relative modularity, respectively. The bottom and top limits of each box are the lower and upper quartiles, respectively; the horizontal black band within each box is the median; and error bars equal 1.5 times the interquartile range.
Cross-reactive neutralizing antibodies (NAbs) are found in the sera of many HIV-1–infected individuals, but the virologic basis of their neutralization remains poorly understood. We used knowledge of HIV-1 envelope structure to develop antigenically resurfaced glycoproteins specific for the structurally conserved site of initial CD4 receptor binding. These probes were used to identify sera with NAbs to the CD4-binding site (CD4bs) and to isolate individual B cells from such an HIV-1–infected donor. By expressing immunoglobulin genes from individual cells, we identified three monoclonal antibodies, including a pair of somatic variants that neutralized over 90% of circulating HIV-1 isolates. Exceptionally broad HIV-1 neutralization can be achieved with individual antibodies targeted to the functionally conserved CD4bs of glycoprotein 120, an important insight for future HIV-1 vaccine design.

H
during cross from chimpanzees to humans in only the past century, HIV-1 has rapidly evolved a daunting degree of diversity, posing a considerable challenge for vaccine development. The definition of naturally occurring broadly neutralizing antibodies (NAbs) has proven elusive, and the ability to target conserved determinants of the viral envelope (Env) has proven difficult (1, 2). During HIV-1 infection, almost all individuals produce antibodies to Env, but only a small fraction can neutralize the virus (1, 2). Recently, several groups have shown that the sera of 10 to 25% of infected participants contain broadly reactive NAbs (3–6), including some sera that neutralize the majority of viruses from diverse genetic subtypes (3–7). NAbs react with the HIV-1 Env spike, which is composed of three heavily glycosylated glycoprotein (gp)120 molecules, each noncovalently associated with a
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