
Community disassembly by an invasive species
Nathan J. Sanders*†, Nicholas J. Gotelli‡, Nicole E. Heller§, and Deborah M. Gordon§

*Department of Biological Sciences, Humboldt State University, Arcata, CA 95521; ‡Department of Biology, University of Vermont, Burlington, VT 05405;
and §Department of Biological Sciences, Stanford University, Stanford, CA 94305

Communicated by Paul R. Ehrlich, Stanford University, Stanford, CA, December 23, 2002 (received for review September 23, 2002)

Invasive species pose serious threats to community structure and
ecosystem function worldwide. The impacts of invasive species can
be more pervasive than simple reduction of species numbers. By
using 7 years of data in a biological preserve in northern California,
we documented the disassembly of native ant communities during
an invasion by the Argentine ant. In sites without the Argentine
ant, native ant communities exhibit significant species segrega-
tion, consistent with competitive dynamics. In sites with the
Argentine ant, native ant communities appear random or weakly
aggregated in species co-occurrence. Comparisons of the same
sites before and after invasion indicate that the shift from a
structured to a random community is rapid and occurs within a year
of invasion. Our results show that invasive species not only reduce
biodiversity but rapidly disassemble communities and, as a result,
alter community organization among the species that persist.
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By displacing native species or reducing their abundance,
biological invaders have severely disrupted the organization

and function of many native communities and ecosystems (1, 2).
The loss of biodiversity in the face of invasive species reflects the
breakdown of community assembly rules (3) that structure intact
assemblages. However, the disruption of community assembly
rules has not been documented during the course of a biological
invasion. Studies of invasions as natural experiments (4) are
usually snapshot analyses that often lack preinvasion data on
community structure. In this study, we used 7 years of data from
monitoring an invasion in progress to assess the impact of a
widespread invasive species, the Argentine ant (Linepithema
humile), on the organization and disassembly of native ant
communities in northern California. We used null model analysis
(5) to ask three related, but distinct, questions with these data:
(i) Is there evidence of nonrandom co-occurrence of native
species within intact or invaded regions? (ii) Do co-occurrence
patterns differ between invaded and intact regions? (iii) Do
co-occurrence patterns in intact regions change once L. humile
invades?

Methods
The Argentine ant is native to South America and has been
introduced to Mediterranean and subtropical climates world-
wide. As of 2001, the Argentine ant occupied 335 counties in 21
states in the United States and six continents in the world (6).
Perhaps because the Argentine ant locates resources efficiently
and interferes with native species in its introduced range (7, 8),
native ant (9–13) and arthropod (9, 14) species richness is
drastically reduced in the presence of Argentine ants.

Survey Methods. Since 1993, we have monitored the distribution
of the ground-foraging native ant fauna and the invasive Argen-
tine ant at Jasper Ridge Biological Preserve, a 481-hectare
preserve in northern California. By using aerial photographs, we
divided the preserve into 133 1-hectare quadrats. Each May and
September since 1993, a Stanford graduate student (K. G.
Human from 1993 to 1996, N.J.S. from 1996 to 2000, and N.E.H.
from 2000 to present) surveyed the ant community in a perma-
nent 20-m-radius circle located in the center of each quadrat, to
which we refer as a sample plot. In each sample plot, we recorded

the species present during 5 min of active searching. Although
this method may not sample species that forage entirely under
the leaf litter or in the canopy, it reliably indicates the presence
of the conspicuous ground-foraging species (15). If no ants were
found by active searching, we left two 40-ml vials partially filled
with honey and collected them 24 h later. Two previous studies
(8, 13) compared our general collecting and honey trap tech-
niques to pitfall trapping and intensive searching for more than
5 min and found little difference in species number or compo-
sition. In May 1995 and 1996, native ant taxa were not identified,
so we excluded those surveys in all subsequent data analysis.

For each sampling date, we organized the survey data as a
presence–absence matrix, a fundamental unit of study in com-
munity ecology and biogeography (16). In such a matrix, each
row represents a different native ant species, each column
represents a different sample plot, and the entries in the matrix
indicate the absence (0) or presence (1) of a particular ant
species in a particular sample plot (17).

Quantifying Species Co-occurrence. To compare the co-occurrence
patterns of intact and invaded assemblages, we created at each
sampling date separate matrices for sample plots with and
without L. humile (for a total of 12 sampling dates). Although the
presence of L. humile was used to classify the plots as invaded or
intact, L. humile itself was not included in any of the analyses of
species occurrence. Because the number of invaded sample plots
increased as the invasion progressed (May 1994, n 5 83;
September 1994, n 5 88; September 1995, n 5 88; September
1996, n 5 91; May 1997, n 5 88; September 1997, n 5 94; May
1998, n 5 93; September 1998; n 5 102; May 1999, n 5 106; May
2000, n 5 91; September 2000, n 5 91), the sizes of the invaded
and intact matrices also vary. To compare the structure of pre-
and postinvasion assemblages, we analyzed the subset of sample
plots that were newly invaded by L. humile each year and
compared them with the same sample plots before invasion.

We used the C-score of Stone and Roberts (18) as a quanti-
tative index of community organization. The index quantifies the
number of ‘‘checkerboard units’’ that can be found for each
species pair. A checkerboard unit is a 2 3 2 submatrix of the form
01y10 or 10y01. For each species pair, the number of checker-
board units is (Ri 2 S)(Rj 2 S), where Ri is the number of
occurrences (equal to the row total) for species i, Rj is the number
of occurrences for species j, and S is the number of sample plots
in which both species occur. The C-score is the average number
of checkerboard units for each unique species pair. If this index
is unusually large compared with a null distribution, there is less
pairwise species co-occurrence (segregation) than expected by
chance. If the index is unusually small, there is more species
co-occurrence (aggregation) than expected.

Null Model Algorithms. To assign a probability value to an ob-
served C-score, we used randomization to construct a null
distribution for the C-score (19). An appropriate randomization
for data collected from small sample plots of fixed area is a fixed,
equiprobable algorithm in which row totals (species occur-
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rences) are preserved but columns (sample plots) are treated as
equiprobable (20). This model allows species number per sample
plot to vary in the null assemblages and also takes into account
‘‘empty’’ sample plots, which did not contain species but which
might have been occupied in a randomly assembled community.
This algorithm behaves well in benchmark tests for type I and
type II statistical errors (20). We obtained similar results from
a parallel set of analyses in which we used only those plots that
contained at least one native ant species. For each presence–
absence matrix, we created 5,000 random matrices by reshuffling
the elements of each row of the matrix. We then calculated the
C-score for each random matrix and estimated the tail proba-
bility (one-tailed test) of the observed matrix by comparing it
with the histogram of simulated values.

To test for differences in co-occurrence between intact and
invaded sample plots and pre- and postinvaded plots, we used a
simple partition test as a null model (21). We first organized the
data from one time period as a single matrix in which each row
is a species and each column is a sample plot (invaded or intact).
Next, we reshuffled the plot labels of ‘‘invaded’’ and ‘‘intact’’
among the different columns. We then calculated the C-score for
invaded and intact matrices that were created this way. Finally,
we calculated the variance of the two C-score measurements for
each random partition. The larger this variance, the more
different the intact and invaded plots were in the pattern of
species co-occurrence. The observed variance in C-scores be-
tween intact and invaded plots was compared with the histogram
of 5,000 variances created through random partitions of the data
set. If the observed variance was larger than expected by chance,
the co-occurrence patterns in the two matrices were statistically
distinct. We used a similar procedure to test for difference in pre-
and postinvasion matrices. All null model analyses were con-
ducted with ECOSIM 7.0 software (ref. 22; http:yyhomepages.
together.nety;gentsminyecosim.htm).

Standardized Effect Size (SES). To compare results across sampling
periods, we calculated an SES (23) for each matrix. The SES
measures the number of standard deviations that the observed
index is above or below the mean index of the simulated
communities. In meta-analysis, an effect size is calculated by
standardizing the difference between control and treatment
groups. In our analysis, the observed index (Iobs) corresponds to
the treatment group. The mean of the 5,000 indices from the
simulated communities (Isim) corresponds to the control group
because it reflects the pattern expected in the absence of species
interactions. We used the standard deviation of the 5,000 indices
from the simulated communities (Ssim) to calculate the SES as
follows: SES 5 (Iobs 2 Isim)ySsim.

We used a single sample t test to test the null hypothesis that
the SES did not differ from 0.0. Assuming a normal distribution
of deviations, '95% of the SES values should fall between 22.0
and 2.0. For the within-group analyses, this test measured
whether the C-scores for the set of 12 matrices (one measured
at each sampling time) differed significantly from randomness.
For the partition test, this analysis revealed whether the 12 pairs
of intact and invaded matrices differed significantly from one
another.

Results
There was evidence for nonrandom co-occurrence patterns
(segregation) of native species within intact regions but not
within invaded regions. For the set of intact matrices, there was
significantly less species co-occurrence than expected by chance
(single sample t test, t 5 6.087, df 5 11, P , 0.001), and the null
hypothesis was rejected on all sampling dates except the May and
September 2000 surveys. For the set of invaded matrices, there
was significantly more co-occurrence than expected by chance
(single sample t test, t 5 22.877, df 5 11, P 5 0.015), with

statistically significant aggregation patterns occurring in May
1997, May 1998, May 2000, and September 2000.

There were also consistent differences in the co-occurrence
patterns of intact and invaded regions sampled at the same time
period (single sample t test, t 5 2.285, df 5 11, P 5 0.043).
Differences in the pattern were statistically significant on sam-
pling dates of September 1995, September 1996, September
1997, and May 1999. On all sampling dates, the co-occurrence
pattern always tended more toward species segregation in the
intact sample plots and species aggregation in the invaded
sample plots (Fig. 1).

Co-occurrence patterns change once L. humile invades. For
the set of preinvasion matrices, there was significantly less
species co-occurrence than expected by chance (single sample t
test, t 5 4.394, df 5 11, P 5 0.003), and the null hypothesis was
rejected for four of the eight matrices (September 1996, May
1997, September 1997, and May 1999). For the set of postinva-
sion matrices, co-occurrence patterns in aggregate did not differ
significantly from random (single sample t test, t 5 20.451, df 5
11, P 5 0.666), and none of the individual matrix tests was
significant. Finally, the partition test was marginally nonsignif-
icant (single sample t test, t 5 1.438, df 5 7, P 5 0.194), although
differences between pre- and postinvasion co-occurrence pat-
terns were significant in four of the eight comparisons (Septem-
ber 1996 and 1997, May 1997 and 1998, September 1997 and
1998, and May 1999 and 2000). All of the statistically significant
differences were in the direction of more species segregation
before invasion and more random patterns after invasion (Fig. 2).

Discussion
Our results demonstrate that invasive species do more than
reduce the number of native species: The presence of L. humile
led to a reorganization of co-occurrence patterns of native
species and a shift from species segregation in intact commu-
nities to species aggregation in invaded communities. Although
previous studies have documented the effects of invasive species
on native communities and pointed out the utility of invasions as
natural experiments, such studies are retrospective analyses of
circumstantial evidence (24, 25). For example, Gotelli and

Fig. 1. A comparison of native ant community organization in intact sample
plots and sample plots invaded by L. humile. The standardized C-score is a
measure of the extent to which species co-occur less frequently than expected
by chance. Larger C-scores indicate less co-occurrence than in randomly as-
sembled communities. The dotted lines represent 1.96 standard deviations,
the approximate level of statistical significance (P , 0.05). *, Statistical differ-
ences in co-occurrence patterns of intact and invaded plots sampled during
the same sampling period (partition test, P , 0.05). Paired symbols indicate
invaded and intact plots sampled during the same survey. F, Invaded plots; E,
uninvaded plots.
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Arnett (26) documented similar effects of the red imported fire
ant, Solenopsis invicta, on native communities. Like most studies
of invasions, Gotelli and Arnett’s study was a snapshot study.
One problem with such snapshot studies is that invaded and
intact sites may differ in some way, such as in the level of
disturbance, that can promote the success of the invader but
hinder native populations. Another problem is that snapshot
studies lack preinvasion data on native communities, so it is
impossible to determine whether sites that were subsequently
invaded already differed from intact sites in native species
richness or co-occurrence patterns. One part of our study, like
others, compares invaded areas with uninvaded areas (Fig. 1). In
contrast to most other studies of the impact of invasive species,
a second part of our study compares organization in communi-
ties before invasion and immediately after invasion (Fig. 2).

Our study also documents dynamic changes in community
organization that occurred over several consecutive years. Stud-
ies over several years of a S. invicta invasion in Texas have shown
that native ant species richness is rapidly reduced (27), but that
the impact of S. invicta may vary with time (28). Our comparison
of pre- and postinvasion plots (Fig. 2) suggests that the reorga-
nization of native ant communities is rapid, and the shift from
segregated toward random or aggregated species occurrences
begins within 1 year of the appearance of L. humile. Thus, our
results suggest that this invasive species, by its ability to exploit
resources and interfere with competitors, causes rapid and
drastic changes in ant community organization.

Our results indicate that assembly rules act to organize these
ant communities. The most influential and fiercely debated
assembly rule comes from Diamond’s work (29) on the distri-
bution of bird species of the Bismarck Archipelago: ‘‘Some pairs
of species never coexist, either by themselves or as part of a larger
combination.’’ Stone and Roberts’s (18) C-score is a related
index. Substantial evidence supports Diamond’s assembly rule
(30). When distribution data are based on retrospective analyses,
the processes underlying such patterns often remain elusive. For
example, checkerboard distributions may arise because pre-
ferred habitat occurs in checkerboards or because of evolution-
ary or biogeographic history. By studying an invasion in progress
and using pre- and postinvasion data as a natural experiment, our
results clearly show that competition by a dominant species
influences community co-occurrence patterns in this system.
Our results thus confirm Diamond’s assembly rule in these ant

communities by showing how competition can disassemble a
community.

Native ant communities before invasion by L. humile were
highly structured. Among uninvaded plots and plots before
invasion, native ant species co-occurred less often than expected
based on chance alone, suggesting that communities may have
been structured by competition. In plots invaded by L. humile
or postinvasion plots, co-occurrence patterns tended toward
randomness.

The shifts from segregated to random or aggregated co-
occurrence patterns did not arise because L. humile preferen-
tially invades sample plots with low native ant species richness or
because habitat characteristics promote invasion by L. humile
but negatively affect native ant populations in some sites. One of
our analyses (Fig. 2) compared sites before invasion with sites
after they had been invaded by L. humile. All of the sites were
apparently equally susceptible to L. humile; all were invaded
within 1 year. To check further that L. humile does not invade
sample plots with lower native ant richness, we compared, with
t tests, native ant richness in invaded and uninvaded plots in each
year before invasion. We found that there were no statistical
differences in native ant richness before invasion in any year
(data not shown). In fact, there was a slight trend for invaded
sample plots to have had more native species before invasion
than uninvaded plots had.

The shifts from segregated to random or aggregated co-
occurrence patterns did not arise because L. humile reduces
native ant richness to essentially zero in many invaded plots, thus
increasing the number of 0y0 matrices. We checked for this by
repeating all of our analyses, using only those sites that contained
at least one native ant species. Although there was less aggre-
gation in the invaded sites, the pattern of differences between
invaded and uninvaded sites did not differ qualitatively from the
one we present in Figs. 1 and 2. Thus, our results strongly indicate
that these shifts from highly structured co-occurrence patterns to
random patterns were caused by the invasive Argentine ant.

There are at least three explanations for this shift from
segregation to aggregation or randomness. First, L. humile may
have differential impacts on species in the community (11–13),
thereby altering species interactions. Previous work at Jasper
Ridge and other sites in California has shown that not all native
ant species are equally affected by L. humile invasions (11–13).
For example, some habitat generalists such as Formica moki or
Camponotus semitestaceus temporarily persisted when L. humile
invaded at Jasper Ridge. Another native species, Prenolepis
imparis (the winter ant), co-occurs in many sample plots with
L. humile, probably because it is often active during the coldest
months of the year, when L. humile activity is reduced. Other
native species never or rarely co-occurred in the same sample
plots with L. humile (e.g., Aphaenogaster occidentalis, Li-
ometopum occidentale, and Neivamyrmex californicus), perhaps
because they are habitat or resource specialists or are weak
competitors (7, 8). Because some species persist while others do
not, interactions among the surviving species are altered. This
seems to be what alters co-occurrence patterns among surviving
species.

Second, the density of L. humile varies spatially, so its effect
also varies spatially (ref. 11; N.E.H., unpublished data). This
variation could result in the co-occurrence of more native species
in plots where both the density and impact of L. humile are low
if L. humile reduces population densities of competing species so
that competition among them is reduced. For example, near the
edge of Jasper Ridge, where L. humile is well established, we
rarely detected native ant taxa. In some areas at the invasion
front, where L. humile may not be well established, native ant
species co-occurred more often with L. humile (9, 13).

Third, rates of L. humile invasion vary through time, perhaps
because of climatic differences in abiotic factors among sites or

Fig. 2. A comparison of native ant community organization in sample plots
immediately before and after invasion by L. humile. Paired symbols indicate
the same plots sampled before and 1 year after invasion. F, Plots sampled in
the presence of L. humile; E, the same plot sampled before invasion. Other
symbols as in Fig. 1.
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climatic variation over years (13). Although we compared co-
occurrence patterns of native communities within years, L.
humile may not be well established in some plots because the
invasion is progressing more slowly in some areas than others.
Thus, its impact on native community organization may vary
because rate of spread varies.

Recent studies have shown that, over the course of many years,
invasion by Argentine ants can disrupt tightly evolved interac-
tions such as those between specialist predators and their prey
(31) or between plants and their seed dispersers (32). Interspe-
cific competition is a major force structuring intact ant commu-

nities (33–35), and species co-occurrence patterns may reflect a
shared evolutionary history resulting from competition among
native ant species (36). Our study reveals the subtle nature of
community disassembly as native species are lost and interac-
tions among surviving species are altered.
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